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EXECUTIVE SUMMARY 

Groundwater flow and contaminant transport processes at the Faultless underground nuclear 
test are examined using numerical modeling. Faultless was the only test conducted at the Central 
Nevada Test Area (CNTA), located in Hot Creek Valley, between Tonopab and Ely, Nevada. The 
test occurred on ~ a i u a r ~  19,1968 at a depth of 975 m below ground surface and had an announced 
yield of between 200 and 1,000 kitotons (U.S. DOE, 1994). Extensive site characterization activities 
were conducted in Hot Creek Valley and adjacent regions as part of locating the CNTA. These 
activities included the drilling and testing of many weils and these data are the foundation for the 
modeling analysis. 

Hot Creek Valley contains hundreds of meters of alluvium derived from adjacent volcanic 
mountain ranges with minor carbonate contributions. Below the duvium is a thick volcanic 
sequence comprised of tuffaceous sediments, nonwelded and welded tuffs and rhyolite lavas. Three 
hydrogeologic categories are defined based on lithology, electrical resistivity, and hydraulic 
conductivity (K): Quaternary alIuvium (geometric mean K of 2.4 x 10" d d ) ,  Tertiary voicanics 
having low hydraulic conductivity (geometric mean K of 1.2 x d d ) ,  and Tertiary volcanics 
having high hydraulic conductivity (geometric mean Kof 1.4 x lo-' m/d). Tuffaceous sediments and 
nonwelded tuffs generally fall in the category of tow-Kvolcanicrocks and rhyolitesand welded tuffs 
generally fall in the category of high-Kvolcanic rocks. Most of the volcanic section at Faultless is 
comprised of low-K tuffaceous sediments; no rhyolites and only a single 24-m-thick interval of 
densely welded tuff {at a single well) have been identified. 

The CNTA model was developed using stochastic methods that described the natural 
subsurface heterogeneity in two phases. In the first phase, the geometry of the hydrogeologic 
categories was described using the sequential indicator simulation (SIS) atgorithm. DriUing, 
aeromagnetic, and seismic data are used to define the boundary between the alluvium andvolcanics. 
Geophysical log signatures, specifically electrical resistivity logs, are used to map the 
three-dimensional occurrence of the volcanic units. The SIS simulations were conditioned using 
lithologic and electrical resistivity logs from wells at the site. In the second phase, the distribution 
of hydraulic conductivity within each hydrogeologic category was described using the sequential 
Gaussian simulation (SGS) algorithm. The SGS simulations were conditioned using hydraulic 
conductivity data from the packer tests. 

The scale of the model is intermediate between the scale of the near-test environment and the 
scale of regional groundwater flow. The domain extends from the UC-1 land withdrawal area south 
to include the UC-3 land withdrawal area, a distance of 8 km. It extends 6.5 km east to west. The 
thickness is 1,350 m, beginning 290 m above sea level, within the saturated alluvial section. The 
domain is discretized into a grid of 130 x 160 x 27 cubic cells of 50 m length. The model simulates 
the complex hydraulic head relationships indicated by regional data. This includes southward flow 
through the alluvium, while flow in the deeper volcanic section is directed northward to 
northeastward. Strong vertically downward hydraulic gradients are present in the north part of the 
domain, whilestrong vertical gradients upward from the volcanics to the alluvium are present to the 



south, consistent with discrete hydraulic head measurements. Groundwater recharge was not 
directly simulated in the model. Rather, the top of the model is a no-flow boundary, as are the east 
and west faces. The north, south and bottom faces are specified-head boundaries and are based on 
the head relationships observed in CNTA we14 in Hot Creek Valley. 

The immediate area of the Faultless test is characterized in the model as azone of very low flow, 
directed downward and slightly to thenorth. Thus, flow that passes through thecavity regionmoves 
down through the low-Ktuffaceous sediments before reaching hypothesized high-Kpathways in the 
welded tuffs. Vertical flow rates in the source volume range from 3.2 x to 5.8 x 106m/d, so 
that the time of transport from the source to the welded tuffs is very long. This representation of low 
hydraulic conductivities and long groundwater residences times is consistent with the hydraulic 
properties of the chimney calcufated basedon water-level recovery rates, and with isotopic data from 
groundwater samples that indicate residence times on the order of many tens of thousands of years. 

Contaminants from the Faultless test are assumed to reside within the cavity and begin 
migration at the conclusion of the 30-year recovery to pre-test hydraulic head levels. The cavity is 
simulated as a cube with edge lengths of 200 m. Radionuclides are apportioned between surface 
deposits and volume deposits in nuclear melt glass, based on their volatility and previous 
observations. Surface-deposited radionuclides are released hydraulically after equitibration of the 
cavity with the surrounding flow system. Release from the nuclear melt glass is patterned after 
dissolution of volcanic glass and assuming a specific surface area of 0.05 m2/g. The radionuclides 
were grouped into six unique combinations of geochemical release fraction and retardation. The 
very long travel times simulated by the model render the release function an insensitive parameter, 
with the peaks of the breakthrough curves for the six solute classes passing the control plane in order 
of increasing retardation uxfficient. 

Equilibrium sorption experiments were conducted using the three aquifer rock types. 
Distribution coefficients were scaled by a ratio between surface areas measured on the ground 
experimental material and surface areas measured using a particle size analysis. This resulted in a 
reduction in the distribution coefficient by up to two orders of magnitude. The retardation 
coeEicients calculated using this scaled value stit1 indicate significant decreases in contaminant 
velocities. The retardation coefficients vary from 1 (no retardation) to 8,000 for strongly sorbing 
cations. 

Transport of radionuclides from the cavity to the control plane at the site land withdrawal 
boundary was caIculatedusingparticle tracking methods on thesame griddiscretization anddomain 
size as the groundwater flow model. Tho fundamentally different conceptualizations of transport 
were evaluated f i t ,  treating all three hydrogeologic categories as a porous medium having a 
homogeneous porosity of 0.18 (consistent with core data from the site), and second, treating the 
welded tuffs (Category 3) as a fractured unit having a homogeneous flow porosity of 0.005 
accompanied by diffusion into a porous matrix. Both model formulations also included the release 
function, retardation, radioactive decay, and ingrowth of daughter products. Prompt injection was 



considered in asensitivity analysis, but colloidal transport was not included. Unit mass values were 
used to avoid classified data security issues and the results can be scaled. 

The fracture fiow/matrix diffusion approach simulates significant retardation and mass 
distribution over long time periods, and thus is less conservative (simulates less mass breakthrough) 
than the porous medium approach for most radionuclides. Despite the more conservative 
formulatioo, the porous medium approach showed that essentially no breakthrough of contaminants 
occurred at the UC-1 land withdrawal boundary during the 1,000-year period of interest. 
Quantifying the breakthrough that is projected to occur after 1,000 years is hampered by the 
classified nature of the initial source masses. Unclassified estimates, based on gross relationships 
with test yield, were madefor3H,"~r and 13'Cs; however, with their relatively short half lives, none 
of these radionuclides "survived" to the breakthrough plane. Normalized mass fluxes of the 
remaining radionuclides in the source term are generdly also very low, with many of the 
shorter-lived species also not surviving to the breakthrough plane. The peak mean breakthroughs 
of thesu~ivingradionuclides occur between 2,000 years for short-iived species with no retardation, 
up to 75 million years for long-lived radionuclides with significant retardation. The actual mass 
fluxes of these species can only be determined by scaling the resuits using the true classified masses. 
Estimates of groundwater age in excess of 20,000 years, based on carbn-14, support long residence 
tirnes and thus low groundwater velocities in the volcanic rocks in the FaultIess area. 

For two very short-lived nuclides with no sorption properties, 3H and 85Kr, the fracture flow 
formulation is more conservative, as rapidmigrationin the fractures occurred with little retardation, 
followed by rapid radioactive decay of the remaining mass. Using the unclassified estimate of initial 
hitium mass to scale the tritium breakthrough gives an estimated peak mean concentration of almost 
1 pCi& and a mean pius one standard deviation of 10 pCi/L, occurring at 153 years after the 
Faultless test. This rapid transport is facilitated by densely welded tuffs stochastically simulated 
below the Faultless test based on sparse regional data; densely welded tufk were not encountered 
at the UC-1 drillhole or instrument holes. 

Sensitivity analyses focused on model parameters that are most likely to reduce the long travel 
times simulated by the model. The sensitivity cases studied included increasing the vertical 
correlation length of hydrauiic conductivity, increasing the mean hydraulic conductivity of the 
alluvium, simulating prompt injection of tritium into the upper portions of the chimney, and 
increasing the local dispersion. None of these individualcases significantly dtered the base-case 
transport results during the 1,000-year period of interest; however, combining the prompt injection 
scenario with the higher hydraulic conductivity in the alluvium created a scenario having significant 
3~ breakthrough at the southern land withdrawal boundary. 

The characteristics of very low hydraulic conductivity and downwarddirected gradients at the 
source mntrol the transport behavior of radionuclides born the Faultless test. For sorbing 
radionuclides, strong sorption characteristics of the aquifer matrix are also important. The major 
uncertainties identified by the numerical model are the magnitude and direction of hydrauric 
gradients and the existence of densely welded tuffs below the nuclear test horizon. 
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1.0 Introduction 

Since 1962, all United States nwlear tests havebeen conducted underground. A consequence 
of this testing has been the deposition of large amounts of radioactive materials in the subsurface, 
sometimes in direct contact with groundwater. The majority of this testing occurred on the Nevada 
Test Site (NTS), but a l i i t e d  number of experiments were conducted in otherlocations. Oneof these 
is the subject of this report, the Central Nevada Test Area (CNTA), located about 95 km northeast 
of Tonopah and 175 km southwest of Ely, Nevada (Figure 1. I). The only underground nuclear test 
conducted at CNTA was Faultless. The FdtIess test consisted of a 200 to 1,ODO kt yield nuclear 
detonation (U.S. DOE, 1994), which occurred on January 19,1968. Faultless was designed to study 
the behavior of seismic waves generated by a nuclear test in Hot Creek Valley and evaluate the 
usefulness of the site for higher-yield tests. 

Characterization of groundwater contamination at CNTA is being conducted by the U.S. 
Department of Energy (DOE) under the Federal Facility Agreement and Consent Order (FFACO) 
with the State of Nevada Division of Environmental Protection and the U.S. Department ofkfense 
@OD). This order prescribes a Corrective Action Stnrtegy (FFACO, Appendix VI), which, as 
appIied to un&rground nuclear tests, involves preparing a Corrective Action Investigation Plan 
(CAP), Corrective Action Decision k u m e n t  (CADD), Comctive Action Plan, and Closure 
Report. 

Tbe CAIP for W A  is currently under negotiation between the DOE and the state of Nevada. 
The scope of the CAP is flow and trarisport modeling to establish contaminant boundaries that are 
protective of human health and the environment. This report describes the current status of the flow 
and transport modeling for m A .  

Figure 1.1. Location map of the Central Nevada Test Area in the state of Nevada 



1.1 Purpose 

The purpose of this work is to c h a r a c e  groundwater flow and contaminant transport at 
CNTA through numerical modeling, which u t i h a  site-specific bydro1ogic data This quires  a 
scope including development of a conceptual model of the groundwater flow environment at CNTA 
based on geologic, hydrologic, and chemical information, development of a numerical flow model, 
development of a conceptual model of contaminant release and transport properties from the nuclear 
test cavity, development of the numerical model of transport, and performance of associated 
sensitivity and uncertainty analyses. The focus of contaminant transport is on tritium, as specified 
in Section 5.2 of the PFACO, Appendix VI, though other parts of the radionuclide source term are 
also considered. 

1.2 Previous Work 

Investigations ofthc geology and hydrogaology of CNTA began in the late 1960s and continue 
to the present. Work began in the region as part of a search for a supplemental test site to support 
bigherlyield underground nuclear tests that were not possible at the NTS due to ground motion issucs 
in Lss Vegas. As such, regional geologic and hydrogeologic work was canied out, extending beyond 
the limits of Hot Creek Valley itself. This work included geologic mapping, geophysical logging. 
water chemistry analyses, and hydraulic testing. After the Faultless test, studies were initiated to 
monitor the response of the hydrologic system to the test and monitor for the migration of 
contaminants. The most pertinent of these previous works are listed in Table 1.1. 

Table 1.1. Investigations and Associated Scope for Fadless-Related Projects. - 

Barnes mod Hoover, 1968, Corchary, 1967: Site-spific lithotogy basad on drillhole data 
Dixon and Snyder, 1967; Hoover, 1%8a; 
Hoover, 196%; Snyder, 1967 

McKaown etal., 1968 Gaologic shudnrc pbcwmena nsultiag from Faultless 

Dinwiddie and West, 1970 Hydrologic phenomena resulting from Faultless 

Rush mdEvcren, 1966 Regional groundwata hydrology 

Dinwiddie and Schroder, 197 1 Snrnmary of hydraulic testing in many wells and data 
interpretation regarding flow directions and velmities 

 inki id die 1968; 1969% 1969b: 1970% Hydrologic testing in individual wells 
1970b; 1970c; 1970d 

Fiem el aL, 1974 Regional hydrochemical analysis 

Fiw and IlIian, 1969; Aero et d, no date Regional groundwater flow descriptions 

Tbordarson, 1985 and 1987 Monitoring the hydrologic respume to Faultless 

Chapman et aL, 1994; Mihevc et el., I996 Water sampling and hydrologic logging 

Pohlmann et d., 1995 Exposure assessment performed to support the 
Environmental Impact Assessment 



2.0 Hydrogeologic Setting 

2.1 G a d  Description of Study Area 

The CNTA is in south-central Nevada in the Hot Creek Valley (Figure 2.1). The Faultless test 
was conducted in emplacement boring UC-I, located at north 1,414,340 ft and east 629,000 ft, 
Nevada State Coordinates, central zone. UC-1 penetrated alluvium and voIcanic sediments to a 
depth of 9 8  m. The test was cMlducted within a O.&mdiam%er casing string, at a depth of 975 m, 
on January 19, 1968. 

Hot Creek VaIley extends approximately 110 krn between north-south-oriented ranges in h a  
Basin and Range physiographic province, and varies from 8 to 30 krn wide. To the west of Faultlas, 
the Hot Creek Range rises to an elevation of 3.11 1 m at Morey Ptak mpre 2.2). The valley ff oor 
elevation varies from 1,580 to 1,830 m (National b d e t i c  Vertical Datum, 1929). The Faultless site 
itself is on the western alluvial f g ~  at an elevation of approximately 1,859 m. Hot Creek Valley drains 
southeastward to Railroad Wley in the vicinity of 'bin Springs Ranch, though there is littie 
streamflow on the valley floor except during periods of Iarge runoff from mountain streams. 

The climate in Hot Creek Valley is semi-arid Annual precipitation averages 19.4 c d y r  at the 
Blue Jay weather station, on U.S. Highway 6, south of Faultless. The average snowfall is 13 cmlyr. 
Large diurnal and seasonal temperature changes occur. January is the coldest month, with an average 
maximum temperature of 7.Z°C and an average minimum temperature of -10.6"C. July is the 
warmest month, with an average maximum temperature of 34.4"C and an average minimum 
temperature of 10.2"C. The valley fl mr of Hot Creek Valley is dominated by sagebrush, while the 
higher elevations support pinyon pine and juniper. 

2.2 Geology 

Hot Creek Valley is a long graben containing a thick sequence of Quaternary- and Tertiary-age 
fill (up to 1,200 rn) underlain by a thick section of Tertiary-age volcanic rwks. The boundingranges 
on either side of the valley an comprised of Tertiary-age volcanics (principally tuffs and rhyolite 
lavas) that generally overlie Pateozoic-age carbonates. The contact between the valley and ranges 
is defined by north-south-trending high-angle faults. In addition to Great Basin fault block terrain, 
other large-scale strucb~d features are calderas. The Faultless site occurs within the Morey 
Peak-Hot Creek Caldera complex, while the Pancake Range Calderas wcur to the south (Ekren et  

at., 1973b). The Paleozoic rocks exposed in the Hot Creek Range are from Cambrian to Permian 
in age and are complexly folded and faulted. The volcanic mks are heavily faulted,,containing 
normal, thrust, and strike-dip faults. Older alluvium in the area is late Tertiary to Quaternary in age 
and occurs on alluvial fans and pediments. It is formed by debris washed from the mountains and 
is poorly sorted and unconsolidated (Rush and Everett, 1966), including fragments of tuff, welded 
tuff, and rare Paleozoic rocks. The younger dluvium consists of playa and stream deposits at the 
bottom of the valley. Volcanism was active during the early deposition of the alluvium, seen by 
interbedding with undisturbed tuffs and tuffaceous sediments with the deep alIuvium (Hoover, 
1968a). 
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Figure 2.1. Location of the DOE UC-1, UC-3, and UC-4 land withdrawal areas of the Central Nevada 
Test Area. The area within the dashed box is shown in detail in Figure 5.1 
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Figure 2.2. Photo of CNTA, looking west toward Morey Peak in the Hot C d  Range. The sarfaoe casing 
for thc emplacement hole, UC-I, i s  in the foregmund. Photograph taLeo April 2, 1998. 

At the FauItless emplacement hole. UC-1, the valley-fill alluvium is 732 m thick, with 
tuffaceous sediments and zeolitizd tuff below that to the 998 m t&d depth of the hole (Table 2.1), 
(Hoover, 1968a). No welded tuffs were noted in the volcanic section at UC-1 or in any of the UC- 1 
instrument hoies or postshot holes. The only well that identified welded tuff in the vicinity of UC-1 
was HTH-1, which showed a single 24-rl-m-thick interval of densely welded tuff separating the 
overlying alluvium from un&rIying tuffxeous sediments. Boreholes in the UC-3 and UC-4 land 
withdrawal areas encountered varying thicknesses of densely welded tuff and rhyolite within the 
volcanic section. 

The ailuvium contains pebble- to boulder-size fragments of welded tuff and rare Paleozoic 
mks, enclosed in a clay-cemented matrix of sand-sized crystal grains, particles of welded tuff, and 
somePaleozoiccherf siitstone, and carbonate fragments and is derived from nearby volcanic rocks 
and Paleozoic sediments. The upper 150 to 300 m are generally unconsolidated, with induration 
increasing with deptb. 

The Tertiary tuffaceous sediments include consolidated clastics, which. Iike the overlying 
alluvium, were derived from surrounding volcanic rocks and Paleozoic sediments (Hoover, 1968b). 
The tuffaceous sediments are similar in texture, fragment sizes (though lacking the larger fragments) 
and general appearance to the alluvium, but differ in several important ways (Hoover, 1968b). The 
tuffaceous sediments are more indurated, as a result of zeolitization of volcanic glass and larger 
amounts of clay matrix materials. The tuffacwus sediments also contain thin intervals of nonwelded 



zeolitized tuff, densely welded tuff, reworked ash-fall tuff, and tuffaceous sandstones and siltstones. 
Finally, the tuffffaceous sediments display evidence of only minor reworking, very short 
transportation, and possible active volcanism during deposition. 

Table 2.1. Lithologic Log of the UC-1, UC-1-1-1, and UC-1-1-2 Borehotes at the F d k  Site and a 
kscri&~escription ofthe Dmsely Welded Tufl at HTH-1 (from_ Hoover, 1968b). 

= D e p t b t o b  
Litbdogy ( p m t q c n  sre mpproxhnte) of unit (m) 

AUuvim; d n s  SUM to r o u d  psbbla to &Ies of wddcd tuff 733 733 
(10-15) p ~ c n t  and mdium-to dnrk-gny P a l e .  cPlcrrmur siltstme, &st, nnd 
claystone (1-5 pmmt in upper S49 m d 4 pat below 549 m) In a matrix 
(50-90 percsnt) of d - s i z a  &or of q u a 4  fcldqar, nrt W t e .  a d  rock 
&men&, bonnd by clay. W d U  tufl-  re liJlt- to &-py ,  brown snd 
pale-pink in upper BB m, lll~lltly gazmhh-pny md gmy with aome buif to white 
betwsen 401 aad 549 m, a d  mostly M t o  wbik. witb rome grmisb-gray and gray 
~ b W M 9 4 9 a a d 3 m . W h i t e I w t l d s d - ~ ~ v i t h i r r g e M o t i t c  
phenoayats ue a b m h t  below 582 m. No samples between 88 d 401 rn because 
o f l w t ~ o n . C w t s c t d s t ~ 3 m .  

Tuff~cmus consisting of very palo-orsap to grayiah-onmge-pink to 334 1,067 
light-browairh-gray comgIomaatcs a d  oonglumeratic sandamus (40 percent) 
similar i n  texture, fragmcut &re, and appearaafe to the duvium but cwtaining 
varying quantities ofaltuad volcanic glass; whitc to light-yellowkbgray nwMksd 
&-fall tuffs, ~ O C M U S  sandstooes and dtstorsca (<lo p a t )  rtlatiycly fne of 
large fragments; and yelhwkbgray zsolitized nonwtldod asb-flow lnfFs (<I 
p o t ) ;  conglomerate d c o n g g l ~ c  sandstoms contain pebbles to bouldm 
(10-75 p n t )  of gny, roddish-brown and pnrplisb-gray welded tuB aod gray to 
Mack Paleozoic chtrt, silwm, aod c a l m  siltstom (1-10 pacent above 914 
m and el perwnt below 914 m); beds with larger and more abundant h g m n t s  
have more clay in matrix tban c o n g l d  sdstonm that arc p d y  z ~ ] l i W  
zmlitization and eubedral biotite plates in matrix indicate ntarby source of 
volcanic glass--probably ash-fd t&k matrix consists of saod-size. quart% feldspar, 
biotite, and rock fragments bound by clay derived by d o n ,  and clay (3 and 
zeolim derived by alteration of volcanic glass; core froon 1,064 to 1,067 m is a 
conglomerate containing subangular to subrounded pebbles to cobbles of 
dark-greenish-gray weldod tuff (25-70 percent) conntaining coarse qnarIz (5-10 
perctnt), plagioclasc (1) altmd to bright green clay (15-25 percent), giassy 
sanidioc (5-10 percent), mostIy toarsc black biotite (2-5 percent), and rare lapilli 
pumioe or lithic fragments &end to green clay, in a matrix tbataiso contains coarse 
biotite; reworked ash-fail tuffs, tuffacwus sandstones and siltstooes oonsist mostly 
OF volcanic glass altered to clay and zeolites; quartz. feldspar and biotite grains 
(5-20 pafent) and sand- to pebble-size welded-tuB fragments (-3 percent); 
zeolitizod nonwelded &flow tuffs cored at 947 m and 973 to 976 m wntain fine 
to coarse quartz and feldspar (4 percent), m e  black tine biotite. a d  lapilli pumice 
(5 pcroent). 
'Ibe following is a description of tbe densely welded tuf€ loggad at HTH-1: Tuff, 24 752 
ash-flow, lighr-brownish-may to light-my, devihified, densely welded: contains - - .  
qua% feldspar. biotite (1-2 -ot) and rare hornblende. 

e y ,  grainiland6mm; s a d  rllrt<111664 mm; 
~ebbles. 4-54 mm: cobbles. 64-256 mm; W & n  >256 mm Ln wlcsnic ml;s, fragmcar and phatocryn sizes we as follows: 
hoe, 4 mm; coarse. 1-4 -; lapilli. 4-32 mm. Comaca are corrected to gwphy& logs. 
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Tbe Tertiary volcanics consist of tuffs, tuffaceous d i n t s ,  sandstones, basal&, and rhyolite 
lavas ranging in age from Oligocene to Pliocene (Ekren et d., I973b). The tuffs are generally 
fine-grained and tightly welded and contain numerous fractures and normal, thrust, and strike-slip 
faults. 

23 Groundwater FIow 

Groundwater flow in the carbonate rock province of the eastern Great Basin is conceprualized 
as having two components: a local component comprising flow from mountain ranges to adjacent 
valleys, and a regional component, where groundwater is transmitted through carbonate mks 
beneath mountain ranges and valleys to discharge areas at distrtnt springs or terminal sinks (Prudic 
et aL, 1993). Hot Creek Valley is located within the Railroad Valley region, defmed by regional 
discbarge at the terminal sink in Railroad Valley (Figure 2.3). 

Groundwater in Hot Creek Valley occurs in alluvium, volcanic sediments, and volcanic rocks. 
No wells penebate Paleozoic carbonates, though they are believed to underlie the valley at great 
depth. Prtvious workers have divided the groundwater flow system in the valley into two sections. 
The shallow flow component in the valley was represented by Dinwiddie and Schroder (1971) by 
hydraulic head measurements in the u p p  300 m below ground surface. Depending on location 
within the valley, this upper system occurs in alluvium and the top part of the volcanic section. The 
general direction of flow for the shallow component of the system is toward the south and southeast, 
generally following that of the surface topography. Recharge is believed to occur principally in the 
higher mountain ranges to the west (Hot Creek Range and Kawich Range), with groundwater 
flowing down the valley axis toward an area of evapotranspiration near where State Route 375 
crosses the southern end of the Pancake Range (Figure 2.4 and Appendix 1). 

The deeper flow component in Hot Creek Valley was defied by Dinwiddie and Schroder 
(197 1) using hydraulic head data collected between 1524 and 2 134 m below land surface. All of 
these data are from the volcanic seztioq. The d ' i o n  of groundwger flow in this deepercomponent 
is markedly different from that in.the shallow component; flow in the deep v ~ l c a k c  aquifers moves 
generally northeastward and eastward toward Railroad Valley. Comparison of the potentiometric 
surface maps for the deep and shallow systems reveals a line of intersection (Figure 2.5) (Dinwiddie 
and Schroder, 1971). North and east of the line, hydraulic head decreases with depth, defining an 
areaof groundwater recharge where groundwater has the potential to move downward through the 
system. South and west of the line, heads increase with depth and indicate that groundwater has the 
potential to move upward. Thepotential for downward flow in the northern part of Hot Creek Valley 
and upward flow in the southern valley was also demonstrated, by vertically distributed head 
measurements in individual wells tested as part of CNTA site characterization. Dinwiddie and 
Schroder (1971) conclude that if vertical groundwater movement occurs, it must be very slow 
relative to lateral flow, due to sjgnificant anisotropy in hydraulic properties. 

Plots of the vertical distribution of hydraulic head prior to the FauItless test for the seven CNTA 
wells in Hot Creek Valley (Figure 2.6) show the inferred directions of the ambient vertical gradients 
between the flow systems outlined by Dinwiddie and Schroder (1971). To the north of Faultless, the 



EXPLANATION 

Simulated dredlm of groundwater flow 

Bound y d R d l d  Wlsy regbn In model 

Figure 2.3. Simpiified view of the Railroad Valley region, including Hot Creek Valley, from the regional 
groundwater flow modeldeveloped by Prudic et al. (1993), showing generalareas of recharge 
and discharge. Only flow directions pertinent to Hot Creek Valley are shown and these 
encompass flow in the upper aod lower model layers of Audit et d The d a k  box shows the 
approximate area of interest for the CNTA work. 



- Water-level contour, contour Interval is 30.5 rn 
We! Tocation and water level (m above msl) 

Figure 2.4. Water levelcontour map of Hot Creekvalley, based on head vahes measured in August 1997. 
The letter-report upon which this is based is in Appendix 1. 
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Figure 2.5. Diagrammatic view of generalized flowsysteminHot Creekand Linle Smoky vaUeys,central 
Nevada (Diawiddie and Schrcder, 1971). Feet may be converted to meters by mnltip1ying by 
0.3C48. 
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Figure 2.6. Plots of the vertical distribution of hydraulic head measured using s W e  packers in CNTAexplomry wells in Hot Creek Valley. 
The length of the bars represents the length of the isolated interval. 



gradient measured at UCe-17 had a magnitude of approximately 0.1 and heads declined with 
increasing depth. A tracer test conducted in the open borehole under non-pumping (static) 
conditions measured downward flow at rates as high as 150 m3/d, confvming the head distribution 
and suggesting that the borehole intersected important conductive zones. The flow rates declined 
with increasing depth in the borehole, reaching zero at about 1445 m depth (38 m elevation). To the 
south of UC-1, the gradients measured at UCe-18 and UCe-20 had magnitudes of approximately 
0.02 and heads increased with increasing depth. Static tracer ta t s  conducted in these boreholes 
showed no measurable flow over most of their open intervals, although downward flow at a rate of 
33 m31d was measured at the bottom of UCe-18. Dinwiddie and Schrder (197 1) suggest that the 
lack of borehole flow in UCe-20 indicates very little hydrostatic head difference in the vertical 
section, insufficient hydraulic conductivity, or both. This statement is difficult to reconcile with the 
data, since heads are quite variable at the base of UCe-20, and several hydraulic conductivity values 
estimated from the packer tests are at the high end of the range of values. It can only be assumed 
that this statement refers only to the open interval at the base and not the entire borehole, which 
overall shows a large verticaI gradient implied by the difference in head fromthe base of the borehole 
to the top. 

In the Faultless area, ambient heads at HTH-1 suggest very low vertical gradients. The head 
measured in the densely welded tuffs in the interval of 1,082.2 to 1,100.6 m elevation of HTH-1 was 
sligbtly higher than heads m e a s u ~ d  above and below, suggesting potential flow from this unit 
upward and downward into the adjacent units. A static tracer test confirmed the hcad distribution, 
showing upward flow from this interval at a rate of more than 15 m3/d and downward flow at a rate 
of more than 20 m3/d (Dinwiddie and Schroder, 1971). More recent thermal flowmeter 
measurements in HTH-1 found lower flow rates, directedupward at less than 5 m3/d(~ihevc et aL, 
1996). 

Groundwater in the F a u l b  area can be divided into two distinct hydrochemical facies (Table 22 
and Figure 2.7), supportad by isotopic ~ 0 1 1 s  as well (Figure 2.8) (Chapman et d, 1994). 
Groundwater sampled from the alluvium in well HTH-2 is of the calcium-bicarbonate facies, with 
a low salinity (total dissolved solids concentrations near 290 mgb). The stable isotopic composition 
varies around values of 8180 of -14460 and 8D of -107%~. The groundwater collected from HTX-I-2 
has no detectable tritium, but is relatively young with an uncorrected 14c age of approximately 2,000 
years before present (Davisson at aL, 1994). 

Groundwater originating in voicanic aquifers sampled- at well HTH-1 is of the 
sodium-bicarbonate facia (Chapman et a[., 1994), typical of groundwater in contact with volcanic 
rocks. Though HTH-1 is screened across both alluvium and volcanic units, flow logs have 
demonstrated that all water in the well originates in the lower volcanics, moving upw ard to discharge 
from the uppermost screen; thus all samples (which were collected with discrete bailers under static 
conditions) represent water from volcanic aquifers. The salinity is higher than that of groundwater 
in the alluvium, with total dissolved solids contents between 480 and 530 mgL. The stable isotopic 



Table 2.2. Chemical and Isotopic Analyses of Groundwater Samplca from the Faultless Site. AU u n i ~  UIE m a  unless noted otherwipc. From Chapman 
er 01 (1994) and Mihevc and Lyles (1998). 



'Igble 2.2. Chemical and Isotopic Analyses of Orcundwatcr Samples fmm fhe Faultless Site. All units arc mg/L unless noted otherwise. From Chapman 
et al. (1994) and Mihevc and Lyles (1998) (Continued). 
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Figure 2.7. Trilinear diagram of water mdym from the Faultha site. The Na-HC@ water found in 
HTH-1 and UC-1-P-2SR is typical for groundwakc in contact with volcanic rocks. It is 
disthact from the big he^ calcium water fwnd in HTH-2 and UC-I-P-IS, which may reflect 
cadmate  material in the allnvium. 

composition is significantly more deplekd in theheavy isotopes, with 8180 values near -15.5% and 
SD values near -I 1%. This depletion in heavy isotopes, as compared to area runoff (Figure 2.8), 
suggests recharge during cooler pluvial climate conditions. Uncorrected '% ages for water sampIed 
from HTH-1 are on the order of 30,000 to 50,000 years before present (Davisson st aL, 1994). 

The chemical and isotopic distinctions between groundwater found in the alluvium and 
groundwater originating in the volcanic units in the Faultless area suggest the presence of distinct 
flow systemsthat experience little interaction (ie.,limited vertical fl ow between groundwater in the 
alluvium and the volcanic units). The chemical data indicate that groundwater in the alluvium is less 
evolved than that in the underlying volcanics, consistent with young '%-derived ages. The stable 
isotopic composition of the alluvial water is similar to that of a grab sample of runoff from M o ~ y  
Peak (Figure 2.8). consistent with recharge under current climate conditions. The nearest isotopic 
precipitation records are from the NTS. These data are enriched in the heavy isotopes, as compared 
to the alluvial groundwater in Hot Creek Valley, indicating that recharge in Hot Creek occurs 
primarily under cwler temperatures and at higher elevations than present at the NTS. The NTS area 
also receives more summer precipitation from the south ("monsoonal" storms) than probably reach 
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Figure 2.8. Stable isotopic composition ofgroundwaterin theFanltlessarea, rtported relativetoStandad 
Mean O m  Water (SMOW) and compared to the global metmric water line, a grab sample 
of moFffrom a aeek oo Morey ~ c a k &  nearby kharge area) and the mean & of &e 
years of precipitation data collactod at eigbt lccaticms on the hTS, ranging in elevation from 
1830 to 2230 m. 'Ibe NTS data arc from Ingraham etd (1991). The s ~ ~ t  of the data 
along the meteoric water line indicates little evaporation has oaacred; tbe one outlier (at 
8180=-13%) is a deep sample €torn the Faultless postshot well and reflects isotopic 
earichmmt caused by tbe test @ossiiy by vaporhtion of donates) .  

Hot Creek Valley. The shallow groundwater could chemically evolve into that found in the volcanic 
units, with cation exchange of sodium for calcium and additional mineral dissolution. The isotopic 
distinctions, however, suggest that very little duvjal-signature groundwater migrates into the 
volcanic units andor that such migration takes a very long time. Conversely, the groundwater found 
in the alluvial units near Faultless cannot be &rived from the groundwater found in the volcanics 
without significant mixing with a more dilute source. 

2.4.1 Description of Straddle-Packer Tests and Pumping Test Data 

Extensive hydraulic testing was conducted in nine of the exploratory boreholes during the 
CNTA investigations in the 19609 @inwiddie and Schroder, 1971). The tests were conducted in 
open-hole intervals or hroughperforatedcasing using inflatable straddle packers and were designed 



to characterize vertical variations in hydraulic head, transmissivity, hydraulic merit, relative 
specific capacity, storage coefficient, groundwater velocity, and hydrochernistry. The packer test 
data form the basis for c h a r a c ~ t i o n  of the spatial distribution of K in the present CNTA 
groundwater flow mode1 and are fllmmarized in ApiKndix 2. The packer intervals ranged from 6 
to 204 m in length, with an average length of 53 m. Dinwiddie and Schroder (I971) used the 
type-curve method of Cooper et al. (1967) to calculate transmissivity values from the 
time-drawdown and time-recovery data ftom thc packer tests. Their analysis produced 58 values of 
hydraulic conductivity {m usingthe tmsmissivity vaiues andthe thicknesses of the tested intervals. 
The distribution of loglo-transformed Kdata is notable both for its wide range of variability and for 
i t s  overall relatively low values Figure 2.9). Mmt of the CNTA K values are between I x 10-4 and 
I .O mfd, a range that falls at the lower end of tbc range of Kvalues reported for both unconsolidated 
deposits and fractured rocks by Freeze and Cherry (1979), and both ailuvium and volcanic rocks at 
the NTS by Rehfeldt et al. (1996). The low K of the alluvium is likely related to the poor soaing 
and clay-cemented matrix noted on the lithologic logs (Hoover, I968b). Increased induration, 
zeolitization of volcanic glass, and a larger proportion of clay matrix (Hoover, 1968b) contribute 
to further reduction of Kin the tuffacemu sediments. 

A pumping testuti tizing wells m-1 and HTH-2 was also conducted at the Faultless site prior 
to the nuclear test. This test involved isofation of the two highest perforated zones in HTH-1 from 
the rest of the borehole, and pumping HTH-1 while measuring drawdown and recovery in HTH-1 
and HTH-2. The pumped zones in HTH-1 and the open-bole interval in HTH-2 were both open only 
to the alluvium. HTH- 1 was pumped for 10,008 minutes (6.95 days) at an average rate of 665 m3/d 

Alluvium 
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Figure 2.9. Histogram of hydraulic conductiviQ values estimated fmm straddle-packer tests in CNTA 
exploratory wells. 



Dinwiddie and Schroder (1 97 1) estimated the hydraulic conductivity to range between 0.56 and 
0.96m/d, dependingonwhetherthe aquiferthickness wasassumedto include the entirethickness 
from the water table to the base of the perforatedzone (182 m) or the combined thickness of the most 
permeable beds (I07 m), respectively. Dinwiddie and Schroder (1971) noted that these values were 
higher than the mean of the values obtained. from the packer tests in the same intervals, attributing 
the difference to the different scales of the tests and the p s i b i e  presence of drilling mud during the 
packer tests. The difference in K &hated from the pumping ttst and straddle packer tests is in fact 
small when compared to tbe overall range of variability of K in the alluvium (Figwe 2.10). This 
figure also shows that the pumping test and the packer tests in the uppermost intervals resulted in 
thc highest estimates of K in the alluvium. Below this depth the tests indicate, a a d  of declining 
K with increasing depth, possibly related to increasing induration of the alluvial sediments noted in 
the lithologic descriptions of the UC-1 eqllacrment and instrument holes (Hoover, 1968b). 

After the Faultfess test, t h r a ~  injection tests w m  conducted in postshot hole UC-I-P-2SR, 
constructed in the chimney and cavity region. The borehole was open to the formation below an 
elevation of 1,504.08 m, presumably to alluvium and tuffacwus sedimnts (based on the lithology 
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Figure 2.10. Hot showing the trend of declining K with decreasing elevation in the alluvium. All values 
are from straddlepacker tests in HTH-1 except those noted otherwise. The vertical lengths of 
tbe bars correspond to the vertical intervals tested. Note that the values estimated from the 
pumping test are at the upper end of the range of K and elevation. 



observed at UC- 1 ), to an obstruction at 1,052.4 m elevation. Thordarson (1987) estimated hydraulic 
conductivity from the third injection test, reporting a value of 7.9 x m/d. This value falls within 
the range of values Dinwiddie and Schroder (1971) estimated from packer tests in the alluvium at 
the corresponding elevation in HTH- 1, but is approximately two orders of magnitude lower than the 
value reported for tuffaceous sediments at HTH-I. 

2.5 Description d Nuclear Test and Hydrologic Impacts 

The Faultless test was detonated at a depth of 975 m within the tuffaceous sediment section 
(Figwe 2.1 1). Details of the test remain classified, including the specific yield of the test and the size 
of the resultant cavity. The announced yield range forFaultless is 200 to 1,000 kt (U.S. DOE, 1994). 
Using the rough, generic relationships between yield and cavity size, and yield and depth of burial, 
and cancelling out yieId (Glasstone and Dofan, 1977), leads to an estimated cavity radius of 100 m 
for the depth of the Faultless test. These relationships are based on testing history at the NTS and 
depths of txlrial 'required to assure containment of radionucljdcs below land surface. Though 
Faultless was fully contained, its collapse was atypical of NTS experience. This leads to additional 
uncertainty in the cavity radius estimate, which can be relievad by using class.fied data if required. 
The cavity size is used to &fine the source geometry in the model and atso to generate an unclassified 
tritium estimate for discussion purposes. As such, it is not a sensitive element of the modeling. 

2.5.1 Collapse  lock 

The Faultless test created a collapse feature much different from the concentric crater usualfy 
formed by underground explosions. Instead, a large quasi-sink area formed, bounded by structurally 
controlled fractures and faults (McKeown et at ,  1968). The sink is considered to be a graben, 
bounded on the northwest, southeast, and south by fractures (Figure 2.12). The northeast margin 
appears to be a hinge lime, with the greatest displacement along the fracture at the south margin. Most 
f&tures mcurredalong existing lineaments (McKeown andDickey, 1969). Vertical displacements 
are as much as 4.5 m, and horizontal displacements are as much as a meter. The volume of the sink 
cannot be related to that of the underlying cavity k a m e  high-speed photography revealed large 
vertical displacements along the fractures too soon after the explosion to be caused as a result of 
cavity collapse (McKeown etaL, 1968). Rather, a significant fraction of the total sink volume is the 
result of faulting, believed to be the surface evidence of asmall earthquake induced by the explosion. 
Indeed, the expected subsidence volume for the Faultless test was somewhat larger than the volume 
calculated by excluding the volumetric effects of the faults (McKeown et  aL, 1468), so that the 
chimney conditions remain uncertain (i.e., it is likely that the Faultless chimney does not extend to 
land surface, despite the large subsidence block). Chimneys are typically four to six times the cavity 
radius (Glasstone and Dolan, 1977). The Faultless test may have induced increased earthquake 
activity that extended through an area up to 40 km from the site of the test (Boucher et  al., 1969). 

2.5.2 Near-Field Hydmlogy 

Significant hydrologic effects accompanied the geologic impacts of the Faultless test, and these 
have been monitored through the years (Dinwiddie and West, 1970; Dinwiddie, 1972; Thordarson, 
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Figure 2.11. Illustration of the hydrogeoIogic section at Faultless. The cross section is oriented KS and 
passes through UC-1, showing the position of tbe cavity within the tnffaceous sediments. Also 
shown are exploratory holes and post-test holes used in this study for c ~ ~ g  the 
near-field hydrogeology. The deviation of UC-1-P-IS toward the cavity is not shown because 
deviation survey data are unavailable. The borehotes a re  projected to the cmss ssction from 
their actual locations (refer to figure 2.12). The dark-shaded intervals shown on these holes 
were cased and the rmshaded intervals were perforated casing or uncased at the tim of 
conseuction. UC-1-P-IS is actually deviated strongly towardthe cavity but deviation data are 
unavailable. 
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Figure 2.12. The large structorally controlled sink created by the FanItlm test is shown by the heavy dark 
line. The northeast margin is considered a hinge line, with the greatest displacements dong 
the fracture at the south margin. Several interior faults are shown, and many others are evident 
on the original map by McKeown et al. (1968). 



1985; T h d o n ,  1987; Chapman et d, 1994; Mihew et d, 1996). Water levels in bdh HTH-1 and 
HTH-2 mpmded immediately to the wcpIosion with a short-term head in- of 65 m at HTH-1 and 
more than 400 m at HTH-2 (Dinwiddie and West, 1970). The water Ievel measurement was still 39 m 
above the pre-kst Ievd at HIM-2 one day after the e x p l h  ( F w  2 13), while the maximum head 
at IWE-1 did not occur until thrae days after the test. ?he pressure at UCe-18 m e  more than 30 m, but 
an hstmmnt failure prevented measuring the maximum. 'lhe water levels in HTH-1 and HlX-2 have 
not tetumed to pmmt d t i o n s ,  remaining elevated 6 m in HTJ3-1 and 3.7 m in HTH-2 ( F w  2.13). 
' h o  h y p c h w  have been suggested to account for this tong-term change in water levels (Mkvc et 

aL, 1996): the 'WW wata level re@ for HTH-1 may be qmentative of head in the alluvial 
aquifer, wwhereas the current level is qmsmtative of natural, higher head, d t i o n s  in the volcanic 
aquifers and has created a mound in the water table that is affecting HTH-2 as well; or a long-term 
change has a u ~ ~ e d  in hydrauIic conditions (e.g., hydraulic conductivity), c d  by the nuclear @test. 

The two postshot holes reflect near-field conditions of the nuclear test. A typical water-kve1 
response entails a large, short-lived, hydraulic mound (the dashed h e  noted as "shortly after 
&tooation" on Figure 2.14), followed by a large depression in the water table centered on the cavity. 
At this time, there is a ring of high heads surrounding the Iow encompassing the cavity, with this 
ring also higher than W in the outlying area (the hachured line indicated as "postcollapse" on 
Figure 2.14). The ring eventually subsides, with a general depressed water level around the test, 
recovering as adjacent groundwater flows toward the low (noted as "pt-shot approaching pre-shot 
conditions" on Figure 2.14). 

Of the two postshot wells, weU UC-I-P-IS was drilled first and is strongly deviated 6-om vertical 
toward the Faultless cavity, Hole conditions caused it to be abandoned, and though there remains access 
in the well to a mawed depth (not corrected for deviation) of approximately 260 m, the degree of 
communication with the undedying hole that originally extended to 833 m is unknown. Artmian 
conditions were encounted during drilling UC-1-P-1 S, soon aftex the F d e s s  test, and after a rapid 
decline frmn tk artesian conditions, the watn Ievel has remained reawnably constant, though very 
elevated, in the well (at a hydraulic head of qpmimakly 1,772 m) CFjgure 2.13). The sustained 
elevated water level may represent the hydraulic mound created by the test that has been preserved 
behween hydraulic barriers created by surrounding faults. 

The second postshot hole, UC-1-P-2SR, was drilled to a depth of 822.9 m, then three sidetrack 
holes were drilled from that point. The sidetrack that was cased, 2SR, was drilled to a depth of 
1,097.2 m. The water level in this well is depressed relative to estimated pre-test conditions, but it 
has been steadily rising (Figure 2.13). Hydraulic head in the we11 was at 1660.7 m as of October 
1997, as compared to the pre-shot estimate of 1,687 m presented by Thordarson (1987). The 
depressed water level is the result of thermal and compressional forces generated by the nuclear test 
and the resultant bulking produced by the collapse of the mbble chimney into the c a w  void 
(Mihevc et d., 1996). The subsequent water level increase is due to recovery of the cavity and 
chimney by inflow h m  surrounding saturated rocks. An analysis of the water Ievel recovery 
(Appendix 3) predicts total recovery to the pre-test estimate by the yea  2001. 



1730 

1720 1 - 
=I710 : 
E 

- 
6 
E 1700 : 1 - 

ttotlcvmrM 
for HTH.2 (l(M4.98) 

/ HTH-l - 

r llllllllllliill alllli-l=ll: 

I680 : - 
: ststlc wulsr bvd ior H M 1  (1864.37) 

Iiln-2 

16" 
' 

' iho ' i i75 ' ' i& ' ' i& ' ' j& ' ' i& . ' idgo 
Year 

1 . 1 . .  . . . . . . .  # . . . . . . . . . , . . . . . . . . .  . . 1 
1970 1980 1990 2000 

Year 

F i  2.13. (a) Water elevations In HTH- 1 and HTH-2 from 1968 to 1997. The sharp increase in early time 
reflectsthe impactoftheFauWess teston January 19,1968. @) Waterelevations in UC-1-P-1S 
and UC-1-P-2SR from 1968 to 1997. The early-time delay in water-level recovery in 
UC-I-P-2SR was interpreted by Thordarson (1987) as representing a perched water level. 
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Figure 2.14. weal water-clbk respwst to a W t i w  in the saturakd zom d Yucca Flat, NevadaTca 
Site, modified from Gonzalcz (1977). These same gcmrd fcahlres have been recordad by 
wells near the Fanltless test: tbt eleration of the water table shortly after the detonation can 
be sea in tbe hydrographs of wells HTH-1 and HTH-2 (Figue 213),  and appears to be 
~ y ~ i n t h e b e a d  at UC-1-P-ISpnsmnably dueto hydraulic isolationcaased 
by boanding faults created by the test. The post-collapse dqmsion in the water table and 
subsequent hmase approaching pretest conditions is recorded by water levels in 
UC-1-P-2SR (Figure 2.13). 

The chemical signature of the water sampled from UC-1-P-IS is consistent with that of 
groundwater sampled from the alluvial units in HTJ3-2 (TabIe 2.2. Figure 2.7). It is a low-salinity, 
Ca-HC% groundwater, whereas the groundwater sampled from UC-1-P-2SR is a Na-HC@ type 
characteristic of water in the volcanic units in HTH-1. The stable isotopic compositions support 
these ~sociations, with the UC-1-P-2SR groundwater depleted in the heavier isotopes, relative to 
water fmm the alluvium. 

2.53 Hydraulic Analysis of Cavity Filling 

The long-term water level recovery observed in UC-1-P-2SR following the Faultless test was 
analyzed to obtain a first-order estimate of hydraulic conductivity in 'md around the chimney. The 
rising water levels observed in UC-1-P-2SR represent refilling of the cavity and chimney by inflow 
from surrounding saturated mks. This process is roughly analogous to the recovery of water levels 
in a borehole subsequent to a slug test although hydrogeologic conditions near the Faultless cavity 
may be more complex. The Hvorslev (1951) analytical method for interpretation of slug test data 
uses the equation 



where r is the radius of the uncased borehole, L is the length of the uncased hole, and To is the 'kit 
time lag" determined f m  a plot of the recovery data. 

Groundwater was assumed to be incompressible and of unifom temperature in this analysis; 
although t c w t u r e s  in the cavity remain above tbosc predicted by the geothermal gradient. The 
tilerma1 impact is most pronounced in the inundate vicinity of the cavity and diminishes upward 
through the chimney as discussed in Section 2.5.4. The cavity and chimney were treated as an open 
borehole of diameter 84 m, he diameter equivalent to a chimney of d i m k t  200 m and porosity 
0.18 (refer to Section 5.4.4 for a discussion of CNTA porosity values). The open interval was 
assumed to be 5500 m, using the midpoint of the range of four to six times the estimated cavity radius 
(100 m, Section 2.5). A plot of the head ratio hmo versus time r after the test is p a n t e d  in Figure 
2.15, where h is the head at time and ha is the head at the time that recovery began, so. Field test 
conditions are thought to be a reasonable approximation of the assumption of the Hvorslev method 
since the data after 6.7 years fall on the straight line on the semilog plot, as predicted by theHvorslev 
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Figure 2.15. Plot of head ratio versus time for water level recovery in UC-1-P-2SR, a postshot hole 
constmcted in the Faultless chimney. 



method. Using the To value of 10.8 years that is obtained from the plot for the h/ho value of 0.37 (see 
Hvorslev, 195 1) and Equation (2.1) resdts in a K estimate of 1.1 x 10-3 mid. 

The value estimated here is in close agreement with the value of 7.9 x mld estimated by 
Thordarson (1987) from the injection test in the same well, and the K values reported by Dinwiddie 
and Schroder (197 1) from packer tests in the base of the alluvium at HTH-I. However, the value 
is considerably lower than the values reported by Dinwiddie and Schroder (197 1) from packer tests 
in the tuffaceous sediments at HTH-I, and the discrepancy may result from several fwtors. First, 
the value cdculated here assumes uniform flow into the entire chimney, and therefore represents a 
composite K of the rocks penetratad by the chimney. Second, there may have been a slightreduction 
in Kin the tufTaceous sediments asmiatcd with subsidence of the collapse block. Finally, the packer 
tests were generally &signed to test the most conductive intervals, so their results may be biased 
toward higher values. In any case, the general agreement of these results using independent datasets 
and analyses clearly indicates that the rocks in the vicinity of the Faulttess test are of relatively low 
hydraulic conductivity. 

The energy released by a nuclear detonation is partly consumed through ground motion, and 
vaporizing and melting mk, but also results in a large increase in temperature in the cavity. This 
thermal pulse dissipates with time by conduction through the geologic material and convection 
through groundwater. Whiie temperatures in the cavity region remain above ambient, they affect the 
groundwater flow system and alter geochemical reaction rates that are t e m p e m  dependent. All 
of these affects are relatively short-term and were not included in the modeling effort presented here 
because it focuses on long-term transport away from the test area 

Logging in the several years following Faultless identified a sharp increase in the temperature 
gradient in the post-shot hole below a depth of 756 m (Thordarson, 1987). The deepest measurement 
was at 801 m and was 75°C in 1971. with a temperature of 100°C projected for a depth of 825 rn. 
Logging in subsequent years has dmumented the slow cooling in the chimney (Chapman et al., 
1994; Mihevc and Lyles, 1998). The temperature in the postshot well at a depth of 680 m in 1997 
is approximateIy the temperature predicted by the geothermal gradient. The bottom hole 
temperature in 1997 (at 795 mas the bottom of the accessible borehole) was 53"C, 0.7OC cooler than 
in 1993, but approximately 14OC warmer than predicted based on the geothermal gradient. The 
relatively slow rate of cooling in the cavity supports the conclusion of low hydraulic conductivity 
in the vicinity of the test indicated by the hydraulic recovery data 

In their analysis of underground nuclear tests in the South Pacific, the International Atomic 
Energy Agency (IAEA, 1998) evaluatedthe thermal impact of the tests. Itfound thatthe temperature 
difference with ambient temperature decays to zero over aperiod of about 500 years. The hydrologic 
impact was to create a vertically upward flowpath above the cavity~himney, driven by thermal 
buoyancy. Preliminary analysis performed by Desert Research Institute of thermal effects of a 
nuclear test in a region of downward groundwater flow in the Aleutian islands indicates that the 
thermal input from the test is not significant enough to overcome the natural gradient in the 



downward direction. It is notable that this test had a larger yieId than Faultless, and thus greater heat 
production, but both cooled and recovered hydraulically much more rapidly than Faultless 
(Claassen, 1978). indicating the signficant control of not only infill, but also cooling, by the 
hydraulic conductivity of surrounding aquifers. 

Vertical flow has been noted in the Faultless post-shot well, both upward and downward in the 
wellbore, presumabIy as a result of thermal effects (Chapman et d., 1994; Mihevc et al., 1996). 
However, strong stratification in the well bore is evidenced by distinct zones of temperature and 
chemical composition that have pcnisted for decades (Thordarson, 1987; Mihevc and Lyles, 1998). 
The effect of distributing tritium vertically upward, whether through prompt injection or by 
thermally driven mixing, is considered in a sensitivity analysis later in the report. 

25.5 Snmmary of Nw-Fkld Hydrology 

The Fauttless underground test had a significant impact on the local geology and hydrology. 
Dramatic differences between the hydraulic head in several nearby wells suggest that fauIts 
generated by the test may behave as low-permeability hydraulic barriers. Recovery of the depressed 
potentiometric surface at the cavity, typical of an underground nuclear test, has been very slow, 
indicating that m k s  near the test are of relatively low hydraulic conductivity. The slow rate of 
cooling of the cavity also supports low hydraulic conductivity as inhibiting convective cooling. 
Ground motion from the Faultless test may have altered the hydraulic conductivity farther afield 
(outside the fault block), though the apparent changes in hydraulic head that suggest this may 
actually be due to the manner in which the wells are completed. 

2.6 Monitoring R d t s  and Estimates of Radionuclide ltansport 

Test-related radionuclides have only been identified in groundwater sampled from postshot 
well UC-1-P-2SR, drilled into the Faultless chimney and cavity. A strong degree of stratification 
of radionuclides abd temperature has &en recorded in the well as infilling proceeds mordarson, 
1987) and continues to this day. Though some variation occurs, presumably as the result of borehole 
mixing caused by bailer movement through the casing, high tritium concentrations are confined to 
the deepest part of the well, just above the impassable bridge at 795 m depth. The highest tritium 
concentration ever measured in UC-1 -P-2SR is 9.2 x lo8 PC&, for a sample collected in September 
1976 (Thordarson, 1985). The most recent deep sample from the well yielded atritium value of 1.57 
x 10' pCiL in October 1997 (Mihevc and Lyles, 1998). Concentrations decrease rapidly with 
decreased depth, so that 200 m higher in the borehole, tritium is below drinking water limits. 
Davisson et aE. (1%) reported concentrations of up to 27,093 paIL of %r, 434 pCin of 39Ar, 
and above background 3 6 ~ l l C l  ratios of up to 1 x in water samples from UC- 1-P-2SR but 9 9 ~ c  
was not detected nor was gamma activity above background for %, l *~b ,  and 1 3 7 ~ ~ .  Gamma 
scans performed on the samples collected at 795 m in October 1997 detected 13'Cs, and and 
% were detected on the fiter used to filter water from that depth (Mihevc and Lyles, 1998). No 
radionuclide concentrations above background have been found in the other wells, UC- 1-P-IS, 
HTH- 1, and HTH-2. 



The first estimate of radionuclide transpri from the Fauitless test was briefly presented by the 
U.S. Atomic Energy Commission (1973, Appendix 2). It estimated a time of infilling for the 
Faultless chimney of 80 to 100 years, and subsequent groundwater migration at a rate of 0.12 mfyr 
in a general south-southeast direction. It concluded that radionuclides in groundwater will be at 
background comntrations well before reaching the boundary of the land-withdrawal area 

Pdmann et aL (1995) modeled potential migration of tritium away from the Faultless cavity 
as part of the Environmental Impact Statement for DOE activities in Nevada. They evaluated the 
possible risk to an individual consuming groundwater at two locations: at the land-withdrawal 
boundary, and at the fm existing downgradient supply well (located 14 km away), for a lifetime 
centered around the peak tritium concentration. Their work f m s e d  on transport in alluvium and 
tuffaceous sediments using analytical m e t h d  to calculate the downgradient brealcthrough of 
tritium. They used a groundwater velmity of 42 rn/yr, based on hydrologic data and consistent with 
the range estimated by Dinwiddie and Schrodcr (1971) of 40 to 70 d y r ,  but they note much 
uncertainty in the flow and transport parameter values. At the f i t  existing supply well, the range 
in excess risk was within the U.S. Environmental Protection Agency (EPA) goal ( I f l ) ,  even for 
sensitivity cases incorporating high spatial variability andlor high uncertainty in the mean 
groundwater velocity. At the land-withdrawal boundary, the range inexcess risk exceeded theEPA 
goal, regardless of the values for spatial variability and uncertainty. 

3.0 Conceptual Model 

3.1 Conceptual Flow Model 

Although a substantial amount of hydrogeologic data has been collected at the Faultless site 
and in the smunding  region, there remain uncertainties about certain details of the flow system. 
The flow model represents a synthesis of as much site data as possible to provide a realistic 
description of groundwater flow for the tramport calculations. The flow model was based on 
hydrogeologic conditions prior to the Faultless test, under the assumption that transport over the 
long term wouId be controlled by these factors rather than the relatively short-termeffects of the test. 
Furthermore, flow was considered to be at steady state owing to the large size of the Hot Creek Vdey 
hydrologic system and the absence of excessive groundwater withdrawals (1,890 acre-feet per year 
were committed out of a perennial yield of 5,500, as of 1988; State of Nevada, 1988) such that 
significant temporal fluctuations in regional water levels are not expected under current climatic 
conditions. Local structural features such as faults were not explicitly included owing to the lackof 
information regarding their subsurface locations and hydraulic characteristics. If the subsidence 
faults related to the Faultless test are hydraulic barriers, as suggested by water-level data near the 
site (see Section 2.5.2). then our predictions of horizontal flow and transport in the alluvium are 
overestimates. The impact on deeper flow and transport depends on the depth to which these faults 
extend i n f o d o n  that is not currently availrtble. 

The area considered for modeling is at a scale intermediate between the scale of the near-cavity 
environment and the scale of regional groundwater flow, focusing on the UC-l land-withdrawal 
area The principal hydrogeologic units are divided into the three general categories of Quaternary 



alluvium; Tertiary tuffaceous sediments, bedded tuffs, and partidly welded tuffs; and Tertiary 
rhyolites anddensely welded tuffs. The rhyolites anddensely welded tuffs are highly fractured and 
faulted and where present are considered the primary pathways for groundwater flow and transport. 

Importantly, hydrogeologic investigation at the Faulttess site identified no rhyolites and only 
a single 24-m-thick interval of densely welded tuff (at HTH-I), although lithologic evidence 
suggests that &nsely welded tuffs may be present at depths below the extent of drilling at the site. 
The absence of densely welded luffs at UC-I is unusual for the volcanic section in the vicinity of 
Hot Creek Valley where the volcanic intervals of many CNTA exploratory boreholes are comprised 
primarily of moderately to densely weldedtuff. For example, thick sections of densely welded tuffs 
were Iogged below the elevation of the Faultless test at UCe- 17 to the north and UCe-20 to the south 
of UC-I (Appendix 4). Bames and Hoover (1968) and Banister and Johnson (1969) suggest 
high-angle faults have displaced the volcanjc section in Hot C m k  Valley, and in the vicinity of UC- 1 
placed the densely weldedtuffs at depths below the Faultless test horizon. In any case, the stochastic 
appmach used here accounts for the uncertainty in lithology at depth, some realizations include 
denstiy welded tuffs and some realizations do not. The great majority of the volcanic section at 
Faultless consists of tuffaceous sediments and nonwelded tuffs that tend to be poorly sorted, well 
indurated, commonly zeolitized, and supported by a clay-cemented matrix. Although matrix 
porosity of these rocks may be moderately high, most pores are unconnected. In addition, the clay 
and zeolite matrices tend to reduce interstitial hydraulic conductivity to very low values. Finally, 
the nonwelded tuffs observed at UC-1 and UC-3 contain few fractures (Hoover, 1968a; Dixon and 
Snyder, 1967; Barnes and Hoover, 1968). The combination of these factors causes the tuffaceous 
sediments and nonwelded tuffs to have low hydraulic conductivity relative to the densely welded 
tuffs. 

L i e  many flow systems in the Basin and Range province, groundwater flow in Hot Creek 
Valley is a complicated system of overlapping and interacting components. To conduct flow 
modeling in such a setting, the ambient flow system was simplified to its principal horizontal and 
vertical components. Hydraulic head measurements in wells in Hot Creek Valley indicate that 
groundwater flow in the alluvium is directed toward the south, generally following the slope of the 
vdey  surface. Head relationships in the deeper volcanic system, including surrounding valleys, 
indicate flow toward the northeast and east toward regional discharge points further south in Hot 
CreekValley and east in southern Railroad Valley. Strong vertically downward hydraulic gradients 
are present to the no& (near UC-1) where land surface elevations are higher and recharge from 
precipitation is likely to be taking place. To the south (near UC-3), strong vertical hydraulic 
gradients from the volcanic section upward to the alluvium are present, and may be related to the 
regional discharge. The head distributions representing these components of the flow system were 
developed using head measurements made in the packer intervals in the CNTA exploration 
boreholes, as reported by Dinwiddie and Schroder (1 97 1). These measuremenk were all conducted 
prior to the detonation of the Faultless test and thus represent ambient conditions at the site. An 
idedized cross section through a portion of Hot Creek Valtey showing our conceptualization of the 
ambient flow system is shown in Figure 3.1. 



Figure 3.1. D h p m o d c  vertical cross section showing major components of conceptual flow modtl in 
Hot cmek Vdky. 

Although groundwater ncharge may wxur in localized areas of Hot Creek Valley, the fie of 
s i t c s p d k  data pnvents adaquate characterization of its quantity and distribution. Groundwata 
dmge that  occur^ in the hightr&yations of the Hot Cnek Rauge was included in the numrical flow 
d 1  by imphtim of ltae strong vertically downward hydraulic p d h t s  in the portion of the mDdel 
uderlying tk. highest land surfaoe elevations. However, ccchargc was not appM areally to the top 
bmdarj of the d l .  M o u s  inwtigation of groundwater m h q e  in c e d  Nevada has suggeskd 
that &mge a t  the eleration of UC-I is minimal. Rush and Everett (I%@ used the Maxey-Eakin 
method (Eskin et aL. 1951) to p v i d e  p r e h h r y  bash& edmates of the averagt aunual 
pmipitation a d  gromdwatex recbilrge in Hot Creek Valley. 'Ihe Maxey-Eakin metfiod, which has bem 
widely applied in Nevada, assumes that recharge orighim pinwily from pipitation in tk 
mountains, and bases the e s h a h  of the percentage of pracipitation that mhqa the groundwater 
memoir w elevation. A l h &  the method has si-ant IhGtations, it dcm provide m l e  
edmates of redage at tttc basin scale (Awn and -11, 1992). Rush rmd Everen (1966) used 
pmjpitation zones of 2,743 m (mi@ value reported as 9,000 ft) and above, 2,438 to 2,743 m (8,000 
to 9,000 ft), 2,134 to 2,438 m (7,000 to 8,000 ft), and 2,134 m (7,000 ft) and below. Most of the land 
surfaoe included in the model domain lies below 2,134 m, with about five percent (on the western edge), 
at elevations between 2,134 and 2,438 m. Rush and Everett (1966) &bated that no recharge 6-om 
precipitation occurred Mow elevations of 2,134 m, and that recharge was equivalent to about three 
percent of precipitation between the elevations of 2,134 m and 2,438 m, which comsponded to about 
0.68 cm of recharge per year. - 

3.2 Conceptual Transport Model 

The migration of contaminants from the Faultless underground nuclear test involves acomplex 
system of physical and chemical processes. Some of these processes are poorly understood and are 
the subject of ongoing research conducted by DOE. For this analysis, many assumptions were made 
based on currently available data A diagrammatic representation of the transport model source and 
processes considered is shown in Figure 3.2. 
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Figure 3.2. Part (a) is arepresentationofthe Fanltl~mbbIe chimney, as presentedby Thordarson (1987). 
Details of the test are classified, but the diagram shows a void at the top of the chimney, a 
depression in the alluvium-tuffaceous sediment caused by coltapse, and the position of meIt 
glass at the base of the cavity. The source used in the transport model is a cube, 200 m on a 
side, centered on p u n d  zero. Part (b) is a flow chart of the apportioning of source nuclides 
and transport processes considered. 



The contaminants considered consist of the radionuclides produced by the Faultless test and 
the daughters that are created by radioactive decay. Tbe nuclides are assumed to all be initially 
located within the cavity. Distribution upward through the chimney region was neglected in the base 
case, though considered in sensitivity calculations. 

Radionuclides are distributed according to their volatility among surface deposits and volume 
deposits in nuclear melt glass. Volatile and surfam-deposited nuclides are assumed to migrate once 
hydraulic equilibrium conditions are reached (see below). Nuclides within the glass are released 
according to glass dissolution rates cdculated based on volcanic glass dissolution behavior and 
radionuclide melt glass characteristics. 

It is assumed that no migration of radionuclides occurs until the cavity has infklled with 
groundwater, following the dewatering caused by the thermal and compnssional f o r m  of the 
nudear test. CalcuIatiom (sse Appendix 3) indicate that the flow of l o w a t a m h w ~ e n r r a t i o n  
groundwater toward the hydraulic sink is much larger than the movement of contaminants away 
from the sink driven by concentration gradients (molffiular diffusion) until the last several months 
prior to the conclusion of infill. Early-time cavity conditions and near-field properties affected by 
the nuclear test were not considered in the analysis. Data within the collapse region around the test, 
k u s s e d  in a previous section, reveal a complex and poorly understood near-field environment 
characterized by faults, fractures, andelevated temperatures. The assumption made here is that these 
hydraulic and thermal changes are local and short-term, and that long-term transport (over hundreds 
to thousands of years) can be approximated using our understanding of the pre-test hydrologic 
conditions. 

The treatment of mass in the glass was different than &e mass outside the glass, which was 
released via hydraulic release. Particles representing the mass released hydraulically were tracked 
in the space-time domain at the infiil time. Particles representing the radionuclide mass trapped in 
the glass were released according to an exponential release function. At each time step, a certain 
number of particles was released from the glass mass in such a way that the total glass mass was 
r e 1 4  very slowiy over time. 

Once released, some nucIides are subjected to aretardation factor to account forreactions with 
the aquifer matrix. Retardation factors were calcuhted from distribution coefficients derived from 
batch experiments. Nuclides were grouped according to assumed general sorptive behavior and 
assigned the same retardation factor kcause radionuclide-specific data were not available for many 
of the contaminants in the CNTA environment. Daughter products were assigned the same 
retardation factor as the parent nuclide as a A t  of the computational method. TI effect of 
colloidal particles on transport behavior was not modeled due to the lack of data to support such 
calculations. 

The retardation process of matrix diffusion was included for the scenario of transport by 
fracture flow through the welded tuff units. Two fundamentally dierent  approaches to transport in 
the welded tuff are considered: migration through an equivalent porous medium, consistent with 
porosity values measured on cores; and, migration through fractures running through matrix blocks 



having porosity consistent with the core data Matrix diffusion is not considered for the porous 
medium case, but is an important retardation p r ~ e s s  included in the fracmre scenario. Matrix 
diffusion is accounted for in apost-processing mode. A nondecayed breakthrough curve is obtained 
by the random walk particle tracking method and then convoluted with a retention function that 
accounts for matrix diffusion (e.g., Cvetkovic and Dagan, 1994, Cvetkovic et d., 1999). This 
approach treats the fractured system as a stochastic continuum. l'be retention function, however, is 
derived for discrete fractures. There is, therefore, some inconsistency in this analysis as the discrete 
and continuum approaches are mixed. However, this is not urnasonable and it has baen used in 
many European studies dealing with safety analysis and risk assessment (e.g., NAGRA, 1994; 
Cvetkovic, t 999 f emood Communications). For simplicity in the analysis, this mixed approach is 
used as a toof to compare the results based on a p u s  medium setting with large porosity and a 
fractured system with v t ry  low flow porosity, but with mass diffusing into the rock matrix. 

The transport calculations were performed using a particle tracking method. An initial mass 
was released and its movement tracked through the model domain. The peak passage at the control 
plane was noted (after accounting for radioactive decay) and that time was used to sum the particles 
and convert mass to concentration. Mass breakthrough curves and concentration breakthrough 
curves through time arc presented for the land-withdrawal boundary smunding the Faultless test. 
Transport was performed using units of moles to aflow for decay to daughter products. The effect 
of radioactive &cay and matrix diffusion was calculated in a post-processing mode. 

All of the contaminant masses used in the transport madeling were assigned a value of one 
mole. The results can then be scaled by the classified masses available in Goishi eid. (1995) because 
all of the processes modeled (e.g., retardation) are linear. If rate-limited processes are incIuded, 
scaling would no longer be possible as a way to transfer the model results into classified data At 
the present time, the state of knowledge aboutreactive transportparameters at CNTAdoes notjust@ 
the complexity and added uncertainty of modeling kinetic, non-equilibrium processes. Unclassified 
estimates of the tritium, 90Sr, and 13'cs were made and used to scale the results for presentation in 
this report. 

The hydrogeologic. heterogeneity of natural formations is usually manifested as complex 
spatial variabiIity, while the information available to describe the variability is often extremeIy 
limited. It is therefore virtually impossible to construct a detailed deterministic description of the 
hydrogeologic heterogeneity for use in models of groundwater flow and transport. An alternative 
is to use stmhastic methods to generate a set of equiprobable subsurface K maps conditioned on the 
available hard data (Delhomme, 1979; Dagan, 1986; Gelhar, 1986). Contaminant migration is then 
simulated for each map and the resulting set of responses (e.g., contaminant breakthrough curves, 
contaminant plumes) is obtained as a distribution of equiprobable outcomes. 

Characterizing and accurately predicting contaminant migration in the subsurface is highly 
dependent on detailed delineation of groundwater flowpath. Of particular importance is the 
determination of the continuity of zones of high hydraulic conductivity. In a heterogeneous 



formation with Kvalues ranging over several orders of magnitude, flow occurs primarily through 
connected zones of high K (cg., fractures in a fractud rmk). These connected high-K zones may 
be the primary mechanism for contaminant migration, though they may represent only a very small 
proportion of the total rock mass. Under these conditions, the bulk of the rock mass and randomly 
disconnected small fractures may in fast contribute very little to the total flow. Arnultiple covariance 
approach is used to provide independent descriptions of the spatial distribution of hydrogeologic 
categories, and in particular, high and low values of K. 

The CNTA groundwater flow and radionuclide transport model was developed using 
stochastic metbods and incorporates descriptions of the heterogeneity of hydrogeologic units and 
hydraulic conductivity, representations of the groundwater flow field, and simulations of 
radionuclide transport. The numerical methods utilized in these aspects of the shldy are described 
in the following sections. More detailed treatment of the approach used to characterize the 
heterogeneity can be found in Andricevic el al. (1995), P o h l m  er al. (19%), and Shirley e? al. 
( 1996). 

The natural subsurface hydrogwlogic heterogeneity at CNTA was described in two phases. In 
the first phase, the geometry of the hydrogeologic units most important to groundwater flow and 
contaminant transport was described using the sequential indicator simulation (SIS) algorithm 
(Nabert, 1987). SIS allows the entire range of variability of a random field (e.g.. lithology, K) to 
be divided into categories. Each category is assigned a unique spatial correlation structure based on 
analysis of the field data. In this way, the spatial continuity of eazh category can be distinguished 
from the others, and the unique descriptions of all categories are incorporated in the simulated 
three-dimensional maps of hydrogeologic units. The SIS simulations were conditioned using 
lithologic and electrical resistivity logs, in conjunction with packer-test data, from wells at the site. 
In the second phase, the distribution of K within each hydrogwlogic category was described using 
the sequential Gaussian simuIation (SGS) algorithm (Deutsch and Journel, 1998). The SGS 
simulations were conditioned using K values estimated from the packer tests. An important 
advantage of using this two-phase p e s s  is that the hydraulic data from the packer tests, of which 
there are a fairly liited number, could be augmented by the much more extensive coverage of the 
geophysical data. 

Electrical resistiviy logs, lithologic logs, and packer test data were used to identify important 
hydrogeologic categories. Fmt, the packer test data and the lithologic logs were used to divide the 
saturated hydrogeologic section into three categories: Quaternary dluvium, volcanic rocks having 
low K, and volcanic rocks having high K. Then, the refationship between electrical resistivity and 
hydraulic conductivity in the volcanic rocks was described. Finally, the resistivity logs were used 
to identlfy the three categories at Imations where packer-test data were absent. The result of this 
process was a categorical dataset used for describing the spatial correlation structure of the 
hydrogeologic categories and for conditioning the SIS simulations. Further details of the simulation 
process as it was applied at the CNTA site are described in the Flow Model section of this report. 



The spatial correlation structures of the categorical and hydraulic conductivity datasets were 
described using variogrm, y(r), expressed as: 

where r is the lag distance between sample locations x and x + r of random variable 2. Using 
Equatjon (4.1), experimental variograms were computed for each category of thecategorical dataset 
and each category of K. Theoretical variogram models were then developed using mathematical 
expressions to approximate the experimental variograms of the categorical and Kdaiasets. The two 
expressions used were the exponential model and the nugget-effect model. The exponential m&l 
is expressed as 

where the comIation Iength 11 (effective range a of Deutsch and Journel, 1998) represents the 
distance at which correlation between data points ceases. The exponential model is often employed 
to describe the correlation structure of Kbecwsc  it ha9 been found to correspond to log K data and 
is straightforward to apply (Hoekserna and Kitanidis, 1985). The exponential variogmm increases 
fmm zero as r increases and reaches a plateau valuc of the variogram (sill) asymptotically. 

The isotropic nugget-effect model is expressed as 

C,, for r > 0 
y(r) = Co( ld ( r ) )  = 

where Co is the nugget variance and d(r) is the Kronecker delta that is 1 if r = 0, and 0 for all other 
cases. The nugget variance represents small-scale variability (scale smaller than the sampling 
interval) as we11 as uncertainty in the measurements, and is distinct from the variability attributed 
to spatial separation. 

The categorical dataset was also used to determine the conditional probabilities of each 
category, essential information required for the SIS swa t ion .  The probabiity that an attribute is 
in a particular category is determined by its indicator value. The indicator is set to 1 if the location 
x belongs to category Q, where k is the number of categories, and to zero otherwise. Thus, instead 
of working with a continuous range of a random variable Z(x), as in classic geostatistics, the 
nonparametric indicator approach considers only the indicator values i(x). The average value of i (x) 
over the entire domain represents the cumulative probability distribution function (CPDn of Z(xl 
in s; that is, the proportion of a x )  in each category s, ie .  

The expected value of the product i(x;sk) and I ( x3 ;g )  is the noncentered covariance and 
represents the bivariate distribution of Z(xJ for locations x and x' for category q: 



The above aquation is a measure of the two-point spatial continuity of a particular category of 
the attribute. The higher the covariance, the greater the probability of having two values I(x) and 
I(xJJ, which jointly are not in the same category (Journal and Aiabert, 1990). Thus, the indicator 
covariance accounts for the spatial connectivity patterns of the individual categories. When this 
connactivity pattern indicates Iayers and lenses of high K, potential groundwater flowpaths are 
identified. 

Th SIS algorithm estimates a value o f a  subsurface attribute at an unsampled locatlon such 
that the new value is consistent with the i n f d  spatial comlatiw structun of that variable 
(Alabert, 1987). The simulation begins by defining a random path through all of the model cells. 
At each a l l ,  the conditioning data present within a given search neighborhood are identified and 
the ctosest points are retained for kriging. For each category, a kriging system using the appropriate 
vmiogram model is wmructed and solved. The new value is added to the existing datasct 
(conditioning data) and the process is repeated until all of the cells have been simulated. The original 
conditionhidata include o h y  the known data, but as the SIS simulation proceeds, the conditioning 
d a w t  grows with the addition of each newly simulatcdpoint. Thus, the fmal simulated map honors 
the known data at their locations as well as ihe spatial correlation structure inferred from the known 
conditioning dataset. 

Each SIS simulation represents a single realization of the subsurface heterogeneity Multiple 
equiprobable realizations are required to simulate the full range of variability at the site. The SIS 
simulations in this study were generated using the FORTRAN program SIStM (Deutsch and 
Joumel, 1998) used in the formulation for categorical variables. 

The thmz-dimensional maps of the hydrogeologic categories simulated using SIS are used as 
the basis for the maps of & which are produced using the SGS algorithm (Deutsch and Joumel, 
1998). The SGS algorithm generates three-dimensional realizations of a Gaussian process using a 
given variogram model. Variogram models of the spatial strucnue of K are developed for each 
hydrogeologic category based on the hydraulic information available for each class. Ln SGS, a 
random path through the simulation grid is defmed such that every celt is visited once. As each cell 
is visited, a predefined neighborhood is searched for conditioning data, including h t h  known 
conditioning data and previously simulated values. Simple kriging is used to estimate the value at 
the current cell based on the pre-def~ned Gaussian distribution of the simulation variable. This value 
is then added to the conditioning dataset and the simulation proceeds to the next cell. After 
completion, the values of the simulation variabie Z(xJ, which are normally distributed, are 
transformed to a log-normal distribution of hydraulic conductivity, K(x) using the expression 



One K fieId is produced for each category of every SIS realization. The fmal K map associated 
with each SIS realization is generated by assigning the Kvalue appropriate for each cell, based on 
the category in which each cell belongs. 

4.2 Sfmdaihn of Gnmndwater Flow 

Steady-state three-dimensional flow was simulated in the heterogeneous p o r n  medium 
represented by each K &tion. The groundwater flow code MODFLOW-8% (McDonald and 
Harbaugh, 1988) was used to solve for the hydraulic head field h(x) using a finite difference 
approximation of the general flow equation: 

where K(x) is the hydraulic conductivity field. 

Cell-to-oell Darcy fines were calculated from the MODFLOW-simulated head fields using 

where q(x) is the Darcy flux field. The Darcy fluxes are converted to groundwater velocities within 
the solution of the transport equation. 

The MODFLOW code was selected for the flow simulations after consideration of the 
capabilities of several codes as they related to the hydrogeological conditions of the CNTA site, 
incIuding: 

- Fully three-dimensional - Heterogeneous and anisotropic properties 
- Flexible boundary conditions - Steady-state or transient conditions 
- Hydrologic sources and sinks 

Computational wnsiderations da ted  to running . . large three-dimensional models included: 

- Capability for multiple realizations - Efficient data handling 
- Pre- and post-processing of data - Efllcient numerical solvers 
- Compatibility with existing hardware and software 

Finally, access to the source code was considered essential to allow madications of input and 
output data structure, make changes as dictatedby site-specific conditions, and compile on a variety 
of computational platforms. Therefore, public-domain, "open-source" codes were preferred. 
Although several groundwater flow codes meet the criteria outlined above, MODF'LDW provides 
the additional benefits of a long history of successful application to a wide variety of problems, 
widespread acceptance in the hydrogeology community, and the ability to easify scale the code to 
the complexity of the modeling problem through the code's modular design. 

Three modules wire used for the application of MODFLOW to the CNTA site. The Basic 
(BAS) module specifies the other modules that are to be used, the geometry of the model domain, 



the boundary conditions, and the time steps. The Block-Centered FI& (F3CF) module handles the 
grid discretization, aquifer type, and hydraulic pamneters required to solve the Fmite difference 
equations. The Reconditioned Conjugate-Gradient (PCG) module uses modified incomplete 
Cholesky preconditioning to efficiently solve the matrix of finite difference equations (Hill, 1990). 
Modifications to the original code included enhancements to read the bee-dimensional Kmaps and 
calculate the &ll-tocell Darcy fluxes using Equation (4.8). The modified code was verified by 
testing against the Darcy equation using a homogeneous K field. 

Transport of a nonreactive solute in saturated porous media of constant porosity is described 
by: 

where c(x,t) represents concentration and D(x)  represents the diagonal of the local hydrodynamic 
dispersion tensor. The components of D(x) arc: 

where aL and aT are the longitudinal and transverse local dispersivities, lv(x)l is the magnitude of 
velocity, I is the three-dimensional identity matrix, and D* is the effective coefficient of molecular 
diffusion. 

Several numerical approaches can be used to solve the transport equation; for example, finite 
differences, f d t e  elements, method of characteristics, and random walkparticle-tracking methods. 
The Peclet number P, associated with the traditional finite difference and finite element solutions 
to the advextion-dispersion equation can be approximated by the ratio (VAr) I (aLV) = (Ax) / (aL). 
To obtain a stable solution when using an implicit finite difference or f ~ t e  element scheme, the 
Peclet number should be kept less than unity and thos a very h e  grid is needed for small values of 
longitudinal dispersivity aL. This bezomes prohibitive in three-dimensional simulations of 
field-scale problems in terms of storage and CPU time. The random walk methodprovides a suitable 
alternative that does not suffer from the above restriction. In addition, numerical dispersion that is ., 

common in the solution of the transport equation by finite differences or f ~ t e  elements can be 
minimized by the random walk method. Moltyaner et ul. (1993) have shown that the random walk 
method completely eliminates numerical dispersion as compared to finite differences and finite 
elements solutions. For this reason and following a major body of literature, the random walk 
method is used to simulate the transport and evolution of radionuclides in the generated random 
velocity fields. The injected mass is replaced with a large number of particles NP of equal mass m 
that are tracked in the space-time domain. The initial concentration Co, considered to be constant, 
is given by Co = NP m /6 Q where 0 is h e  domain porosity and P is the volume of the initial source 
or the cavity. Ahlstrom et  a!. (1977) suggest that 1 8  to 10' particles may be sufficient for a 



one-component model. We use 20,000 particles in all the hampart simuIations presented in this 
study. 

The positions of the particles arc updated at each time step according to the random walk 
equation (Kinzelbach, 1988; Tompson and Gelhar, 1990) 

where q+h is  the updated position of the p d c l e  that was atxt in the previous time step, v(xt,t) is 
the velocity vector at the old position at time 1, D is the focal-scale dispersion tern,  At is the time 
step, and z is a vector of normally distributed random numbers of zero mean and unit variance. The 
particle velocities naded in tbt above equrrtion are obtained by using an inverse distance 
interpolation scheme using the fluxes at the eight comers (in thrae dimuwions) surrounding the 
particle and then dividing by the porosity of the cell whm the particle resides. OthGr interpolation 
schemes (linear, bilinear) could be  used to obtain the velocity at tbc particle's llocation. Based on a 
previous experience (Hassan et al., I%), the difference between the bilinear interpolation scheme 
and the inverse distance scheme used in this study is not significant, and as such either of the two 
schema will suffice. The first term on the right-hand side of Equation (4.11) represents the 
advactive step and the second term adds tbe effect of the gradients of the dispersion tensor on the 
particle movement. This latter term is important if sharp fronts exist and whenever the gradient of 
D is significant. The last term represents the contribution of Isd-scale dispersion and Brownian 
diffusion to the movement of the particles. The choice of At is an important decision in the random 
walk method since the computational expense of this method is proportional to the number of time 
steps employed. In practice At is chosen such that the fraction of the ceIl's leogtb traversed by a 
particle in asingletime is less than unity, Ifexoessively large timesteps areused, overshoot problems 
may occur &ring the solution of the transport equation via the random walk method (Tompsan and 
Gelhar, 1990). On the other hand, a very short time step may cause an enormous increase in the 
computational time, which may be prohibitive. To avoid these problems, an upper limit of At is 
chosen such that the cell Courant number G ,  which is the ratio between the average advective step 
and the grid size, is less than unity: 

- 
where v(x) is chosen in our simulations to be the mean velocity experienced by the particles from 
the source to the control plane. To account for the high variance of v(x) in th is  model, we chose a 
At that was eight to ten times lower than the value estimated from-Elquation (4.12). 

Since the radionuclides are divided among surface deposits that can be released via hydraulic 
release and volume deposits, which are trapped in apuddle glass (see Section 6.2 for definitions), 
the treatment of particles representing both categories is different. Assume that p is the percentage 
of mass released hydraulically, and thus l-p represents the mass in the glass. If the total number of 
particles is NP, then a number of particles equal top x NP is released instantaneously into the flow 



field and is subject to all the p e s s e s  involved (advection, local dispersion, retardation, etc.). 
Particles in the gIass, (I-p) Ne an released in patches according to the glass dissolution rate, k = 
1.17 x lo4 days-' as will be discussed in Section 6.2.3. Therefore, the number of particles released 
at any time, t > 0, can bz obtained from the expression 

where NP& is the number of particles released from the puddle glass at time t 9. At time t = 0, no 
W c l e s  arc released from glass and only thm releasad via hydraulic equilibrium are allowed to 
move with the flow field. Figure 4.1 depicts the number of particles released at every time step for 
a scenario of 9515 glasdhydraulic rclcase and a total number of particles of 20,000. The top plot of 
Figure 4.1 shows that the number of particles released at I = 0 (denoted by tbc square symbol) is 
1,000, which represents tbe hydraulic release (0.05 x 20,000). No particles are rehosed from the 
puddle glass at this time. After one time step (40,000 days), an initial patch of @cles is released 
from the glass and Is equivalent to about 860 particles. This number decreases exponentially until 
all ttae maps is released. As the time progresses, the glass dissolution decreases and thus the number 
of particles released to tbe flow field becomes smaller. The lower plot in Figure 4.1 shows the 
cumulative sum of the particles released at any time. After about 200 time steps (2 1,900 years), 
almost all the particles representing the glass were r c l d .  

Using the particle distribution at every time step, three types of i n f a o n  are obtained. First, 
the total mass-flux breakbough is obtained for the control plane, which is taken to be the UC-1 
land-withdrawal boundary. The total mass crossing the boundary is computed atevery time step and 
then normalized by the initid injected mass, Mo, to yield the total relative mass flux as a function 
of time. 

The second type of information represents the relative peakconcentrationbre&hrough curve. 
The concentration distribution w i t h  the control plane is computed at any time step and the peak 
value is identified and recorded. The concentration is simply obtained by counting the number of 
particles within each cell at the control plane, computing their total mass, and then dividing by the 
fraction of the cell's volume occupied by water. The peak concentration is then normalized relative 
to the initial concenkation, Co, except when prompt injection is considered. For the two 
breakthrough curves (relative mass-flux and relative peak-concentration), the individual 
breakthrough curves are averaged over the ensemble of realizations and statistically analyzed to 

obtain the fmt two moments, < w M O ,  <C->KO, 4 / ~ $  dc./c;. However, the results are 
presented in terms of the mean (first moment) and the standard deviation (square root of the second 
moment). These undecayed moments will be the same for all nuclides in a given solute class that 
represents a particular combination of hydrauliclgeochemical release ratios and retardation factors. 
The moments are subsequently decayed for individual nuclides based on their half lives using the 



Figure 4.1 Release of particles into tkflowfieldforparticle tracking. R;adionuclides are apportioned into 
volatile and surface deposits whose release is mnirolled by flow through thecavity (hydraulic 
retease), and volume deposits r e l e d  by a glass dissolution fruaction (slow release). The 
figuns are an example for a radionuclide with 5 percent released hydraulically and 95 percent 
by glass dissolution. Part "a" depicts the number of particles released at each time step, with 
the square at time zero indicating 1,000 parbcles (out of 20,000 W) released hydraulically. 
The subsquent time-steps show subsequent, declining, volume-released particla. Part "b" 
is the cumulative snm of particles reIeased for the same situation. 
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where &Ud(t))i is the decayed moment (mean or standard deviation) for nucIide i at time t, (p(t)) is 
the undecayed moment for a certain scenario, is the half life of nuclide i in days, and t is the time 
at which moment is computed in days. As will be seen later in the results section, some nuclides with 
short half lives wmpIetely decay before reaching the control plane due to the very low velocities 
in the areas around the source. 

For the general case of the decay of a parent isotope (N1) to a radioactive daughter (Ni), which 
h a y s  to a second daughtcr (PI3) through the final daughter (NJ: 

the solution, giving the number of atoms of any member of the decay series as a function of time, 
for the condition that the initial mass of the daughters is zero (@ = N! = ...# = 0) has the form 

(Fame. 1977): 

w h m  the cot&cients (Cn) are defined as: 

and A,, is the decay rate for radionuclide N,. 

The cases where the initial mass of the daughter radionuclides was not zero were handled 
separately. 

The third type of output from the transport simulations is the contaminant-hundaq maps, 
which delineate the areas of the modeled domain having concentrations of a certain nuclide above 
the permissible values for drinking water. Unlike the first two outputs, the contaminant boundary 
computations require the actual value (classified01 unclassified) of the initial mass and the inclusion 
of the decay computations in the transport model. Thedecayed concentration distribution is obtained 
at every time step and then the domain cells are binary-coded based on the concentration value as 
compared to the permissible limit (one if concentration exceeds limit and zero otherwise). The 
extent of the contaminant boundary is presented for the horizontal plane and the vertical projection 
of the modeled zone for the entire simulation time. 

The above description applies for the porous medium approach. For the analysis of transport 
in a fractured system, the same non-decayed moments (mass flux and peak concentration mean and 
variance or standard deviation) are obtained. However, before applying the decay analysis to these 
moments, matrix diffusion is accounted for using the solute flux analytical solution presented by 



Cvetkovic and Dagan (1994) and Cvetkovic et aL (1 999). The breakthrough curves for total mass 
flux and for peak concentration after accounting for matrix diffusion can be obtained from 

Qdt) = Y(t, r)e(a)dr i (4.18) 

0 

where Q(T) is the non-decayed mass flux or concentration peak at the control p h e  at timer, h ( t )  
is the mass flux or concentration peak after accounting for matrix diffusion, and y(t, T) is the 
retention function that incorporate the effect of mass transfer between the fracture and the rock 
matrix. This retention function is given as (Cvetkovic and Dagan, 1994) 

where His the dimnsionless Heavisidt function, z is the particle travel time (days), t is the time at 
which the flux is obtained after =counting for matrix diffusion, and K is the mamatrix diffusion - 

"a. Hat 8. is the matrix pmaity, l~ is the effective parameter (days-lR) &fined as K = 

half aperture (m), D: is the effective diffusion coefficient in the m k  matrix (m2/&y) and & is the 
dimensidess retardation coefficient in the rock matrix. The main assumptions underlying the 
derivation of the above analyticltl retention fhction are a constant aperture along the streamtube, 
diffusion only perpendicular to the fracture plane, well-mixed conditions over the cross-sectional 
area of the fracture, and homogeneous rock matrix withno advection. The radioactive decay can also 
be i n c o w e d  in the retention function. To do so, an additional term exp(-t ln2/o) should be 
multiplied by the RHS of they expression, with o being the half-life. 

5.0 Flow Model 

5.1 Model Grid 

The model was designed to simulate flow and transport at a scale intermediate between the 
scale of the near-field environment and the scale of regional groundwater flow. In addition, the 
domain was chosen to incorporate as much local data as possible, while allowing simulation of flow 
and transport beyond the Iand-withdrawal boundaries, if necessary. 

The origin (southwest, lower comer) of the domain is located at 425,000 m North, 188,500 m 
E a t  (Nevada Central Coordinates), and 290 m above mean sea level. Laterally, the domain 
encompasses the UC-1 and UC-3 land-withdrawal areas (Figure 5.1) and measures 8 krn north to 
south and 6.5 krn east to west. The longer axis is aligned north-south to best accommodate the 
inferred groundwater flow directions at the site (as discussed below in Section 5.4.2) and the 
additional data available at the UC-3 land-withdrawal area. The top of the domain is positioned at 
the ambient water table in the Quaternary alluvium at a depth of 220 m below land surface at UC- 1. 
The domain is 1350 m thick, with the 290-m elevation of the base chosen to cover the vertical flow 
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Figure 5.1. Map showing the area of the m d e l  domain with respect to the UC-1, UC-3, and UC-4 
land-withdrawal boundaries at CNTA. Feet may be converted to meters by multiplying by 
0.3048. 



components suggested by hydraulic head data. The domain is discretized into a grid of 130 x 160 
x 27 (5.616 x I d )  cubic cells of length 50 m. The cell size of 50 m was chosen to he consistent with 
the h e A  hydraulic data, which were collected with straddle packers using a mean test interval of 
50 m. 

5 2  ~ e ~ r k n t a t i o n  of Hydrogeologic Categories 

The saturated hydrogeologic saction was divided among thrte hydrogeologic categories that 
were defmed based upon lithology, electrical resistivity, and hydraulic conductivity. The categories 
are Quaternary alluvium. Tertiary volcanics having low hydraulic conductivity, and Tertiary 
volcanics having high hydraulic conductivity. The geometry of the Quatcmq dluvium category 
was delineated using thicknesses of dluvium in northern Hot Creek Valley estimated by Healey 
(1968). The geometries of the Tertiary volcanic categories were delineatad, and the two categories 
distinguished from each other, using borehole lithologic, electrical resistivity, md hydraulic 
conductivity data. The hydraulic conductivity data are tabulated in Appcndix 2, and the 1ithoIogic 
and electrical resistivity logs are presented in Appmdix 4. 

52.1 Quaternary Ahvium 

The Quaternary alluvium (Category 1) is found only above the volcanic rocks, therefore, the 
geometry of the altuvium within the domain is &fined by the geometry of the boundary with the 
underlying Tertiary volcanic rocks. The configuration of this boundary was developed from 
estimates of the alluvium thickness in northern Hot Creek Valley reported by fIealey (1968) using 
drilling, itcromagnetic, and seismic data The upper surface of the volcanic rocks for the present 
study was constnrcted from elevations of the top of the volcanic section at setected points along 
Healey's cross sections, from selected other points within the model domain and from applicable 
well logs. To conform to the model grid, the surface defined by these sattered points was sampled 
at 50-m horizontal spacing using a linear interpolation algorithm. The b l t i n g  surface is in the 
configuration of a trough with the deepest portion trending roughly north-south and dipping to the 
south (Figure 5.2). The depths to the axis of this trough are the most accurately defined as they are 
basedprimarily on well logs. It is important to note that the deepest portion of the overlying alluvium 
does not directly underlie the axis of Hot Creek Valley, but instead lies to the west almost directly 
below the UC-1 area This configuration explains why groundwater flow in this portion of Hot Creek 
Valley appears to be directed toward the south (dong the axis of the "buried valley"), rather than 
off the Hot Cmk Range toward the southeast and the axis of Hot Creek Valley. It should also be 
noted that the surface of the volcanic rocks extends above the top of themodel domainon the western 
edge and northeastern corner. When extended to land surface, this represents voIc&ic outcrops at 
the edges of the Hot Creek Range on the west and the Squaw Hills on the east 

The uncertainty in the estimate of the elevation of the ~uviumivolcanic boundary at locations 
distant from well data points was incorporated as follows: fit, the original estimated boundary 
surface was displaced vertically upward 75 m. This distance was considered to be the maximum 
uncertainty in either vertical direction from the original estimated boundary (total uncertainty of 150 
m). All m&l cells above the higher boundary surface were considered known to be alluvium and 



'md, 
Welh that &end tnia ntobnb wrctlon 

. . . . . . . . . Elevation contour of me top d the 
volcani s e 3 h  (m above ml) -.- Approxhate location of axis of Hot Creek Valley 

Figure 5.2. Contourmap showing the top surface of the Tertiary volcanic section &mated hmdrilling, 
aeromagnetic, and seismic datareported by Healey (1968). The trough-shaped sorface slopes 
toward the south and its axis is located to the west of the axis of Hot Creek Valley. 

were used as conditioning data for the alluvium category in the SIS simulations. Then, an isotropic 
spatial correlation model having a correlation length of 150 rn was used to simulate alluvium in the 
150-m-thick zone of uncertainty centered about the estimated alluviurn/voicanic boundary. The 
lower uncertainty in the elevation of the boundary near well data points was inclu&d by assigning 
cells above the boundary elevation noted on lithologic logs to the alluvium category. 



5.2.2 Tertiary Volcanics 

The characteristics of ash-flow tuffs that impact their ability to conduct groundwater flow arc 
summarized below from the work of Wnograd and Thordarson (1975) at the NTS. VoIcanic 
ash-flow tuffs are deposited as a hot, turbulent mixture of ash, pumice, and gas that is bighly fluid 
and capable of traveling large downslope distances propelled by gravitational forces. As the mixture 
cools, it comes to rest and is emplaced as a flat sheet, or cooling unit. The well-insulated interior 
remains hot after empfacement, allowing compaction and welding of mineral grains to increase 
density and reduce interstitial porosity. Columnar joints also form in the interior due to tensional 
f m  during cooling. 

Three distinct zones are found in a complete cooIing unit after cooling (Smith. 1960; Ross and 
Smith, 1961). Thenonweldedzone at theupper andlower marginsoithecoolingunit has the highest 
interstitial porosity, Iowest density, and few fractures. The densely welded zone in the interior has 
the highest density, lowest interstitial porosity, and many fractures. A partially welded zone lies 
intermediate between the nonwetdd and densely welded zones. Variations in the characteristics of 
the volcanic eruption and depositional environment may cause large variations in the morphology 
of ash-flow tuffs, such that the densely welded tuff zone may be absent, or may comprise an entire 
cooling unit. Although the relation between degree of welding and interstitid porosity is inverse, 
the relation between degree of welding and hydraulic conductivity is direct (Blankennagel and Weir, 
1973; Winograd and Thordarson, 1975). The many joints and fractures in densely welded tuffs lead 
to high hydraulic conductivity relative to nonwclded tuffs, which have high, but poorly-connected 
interstitial porosity. 

Electrical resistivity logs have been used at the NTS to distinguish rhyolites and densely 
welded tuffs having high K from nonwelded tuffs having low K @lankennagel and Weir, 1973; 
Drellack, 1% Shirley, 1995). The electrical resistivity tool measures the apparent resistance of a 
volume of rock to the flow of an electrical current Most rocks are not good conductors of electricity, 
so resistivity is a function primarily of the resistance of the pore water (chemical composition) and 
the volume of water contained in interconnected pores (effective porosity) (Keys, 1W0). Pore water 
is unlikeIy to have alarge impact on differences in apparent resistance of the volcanic rocks at CNTA 
since the resistance of the volcanic groundwaters is fairly uniform and relatively high due to its low 
dissolved solids content. The presence of alteration or weathering products such as clays can also 
be an important influence on apparent resistivity, as well as temperature and pore geometry and 
morphology (Drellack, 1994). The later two factors have more subtle impacts on apparent resistivity 
and were not considered in the present study; porosity and clay mineral content were the factors 
consi&cd most important to the apparent resistivity of volcanic tdfs  at CNTA. 

Volcanic tuffs having high interstitial porosity, such as air-fall and nonwelded ash-flow tuffs, 
exhibit low resistivities (Drellack, 1994). Furthermore, the matrices of tuffs altered through 
zeolitization or argillation are more electricdty conductive as a result of the presence of clay 
minerals and the corresponding cation exchange phenomenon (Carrol, 1990), and therefore also 
exhibit low resistivity. However, as the degree of welding of a tuff increases, interstitial porosity is 



duced and grain density increases, resulting in a large increase in apparent resistivity. Likewise 
in rhyolites, very low interstitial porosity and high grain density result in high apparent resistivity. 
The large difference in the magnitude of the resistivity signal was used in this work to distinguish 
rhyolites and densely welded tuffs from nonwelded hlffs (including Maceous sediments) ( F p  
5.3). 

The Tertiary volcanic rocks (Categories 2 and 3) include tuffaceous sedhx~ts,  rhyolites, and 
nonweldsd to densely welded tuffs haviog various degrees of alteration (argillation, zeolitization). 
Rocks included in Category 2 are assumed to have lower K than rocks included in Category 3, with 
the threshoId in K that differentiates the categories b a d  on the diseibution of K shown in the 
packer-test data reported by Dinwiddie and Schroder (197 1). The loglokdatafor the volcanic rocks 
demonstrate a bimodal distribution with a natural break at a value of about -2.5 (Figure 2.9). 
Although the number of K measurements produced from the packer tcsts is sufficient for 
characterizing the variability of K within each volcanic category, it is not sufficient to describe the 
variation of K in space. For this we used the correlation between electric and hydrogeologic 
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Figure 5.3. Plot of amt ion  of UCe-17 showing therelationship between apparent resistivity and volcanic 
lithology. 



properties of volcanic tuffs at the site to allow the use of electrical resistivity to augment the Kdata 
for the purpose of describing the spatial variation of the two categories of hydraulic conductivity. 

The lateral log data (Appendix 4), reported on the original logs as apparent resistivity Q, in 
ohm-tn, were averaged over the borehofe intewals corresponding to the principal volcanic lithologic 
units noted at CNTA. Sortingthe lithologies as a function of average apparent electrical conductivity 
shows that the apparent electrical resistivity increases with increasing degree of welding (Figure 
5.4). 

This relationship demonstrates that hydraulically conductive intervals in the volcanic section 
at CNTA can be identified in the subsurface by their low electrical conduction (high electrical 
resistivity), and hydraulically resistant intervals can be identified by their high electrical conduction 
(low electrical resistivity). Thus, rhyolites and partly to densely welded tuffs are likely to have the 
highest Kvalues, and tuffaceour sediments, bed&d tuffs, and other nonwelded tuffs are most likelv ~, 
to have the lowest K values. This relationship provides a means for using electrical resistiviy 
measurements to differentiate between hydrogeologic Categories 2 and 3 in the volcanic section. 
The electrical resistivity value of 30 ohm-m represents the threshold dividing the hydraulicalIy 
conductive densely weI&d tuffs (Category 3) from the low-K nonwelded tuffs and tuffaceous 
sediments (Category 2) on borehole logs in thc volcanic section. Resistivity vdues cited in the 
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Figure 5.4. PIot of the mean apparent resistivities of selected volcanic lithologic units at CNTA. Densely 
welded tuffs and rhyolites are more electrically resistive than dtered tuffs, bedded tuffs, and 
tuffaceous sediments. An apparent resistivity threshold of 30 ohm-m separates the two 
categories. 



literature for differentiating between nonwelded tuffs md h I y  welded tuffs on the NTS include 
225 ohm-m (Blankennagel and Weir, 1973), 200 ohm-m (Drellack, 1994), &d 300 ohm-m (Shirley, 
1995). The lower value used for the present study may mult fromdifferences in tool calibration at 
CNTA and the lower maximum resistivities apparent in the CNTA dataset. 

52.3 spatial AMIyds 

The geometry of Category 1 is predefined by the estimated alluviumlvolcanic boundary, as the 
alluvium is assumed to extend from this surface to the top of the domain. As mentioned above. the 
uncertainty in the location of this boundary is described by an isotropic spatial correlation model 
having a correlation length of I SO rn. 

A description of the spatial correlation structure of Categories 2 and 3 was developed through 
spatial analysis of the categorical resistivity datain the volcanic section. Theoretical semivariograms 
were calculated in the vertical direction using the entire CNTA dataset and a resistivity threshold 
of 30 ohm-m between the volcanic categories, using the GSLJ3 geostatistical software library, 
wand edition (Deutsch and lournel, 1998). A nested semivariogram incorporating exponential and 
nuggctcffect models was selected to represent the experimMlta1 semivariogrm (Figure 5.5). 
Unfortunately, the very large horizontal spacing of wells prevented cdculation of horizontal 
sdvariograms from the CNTA data, so the horizontal correlation length for the volcanic-rock 
category was estimated using a 10:l horizontal to vertical anhotropy ratio. The value of 3325 m 
maximizes the horizontal oontinuity of the welded tuff categoty, the assumed primary pathway for 
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groundwater flow and transport, while remaining within the constraints imposed by the size of the 
model domain. 

Littie evidence concerning the sttuctural attitude of the volcanic categories was available, other 
than electric log correlations between UCe-I 1 and UCe-20 that suggest a very gentle southeasterly 
component of dip in the tuffa~eous sediments (Barnes and Hoover, 1968). The categorical 
semivariograrns were aligned with the coordinate Mans because the full orientation of this 
structure could not be determined from only two wells, and data from other local weHs do not suggest 
strong dip in the volcanic d o n .  

Multiple realizations of three-dimensional maps k r i b i n g  the configuration and distribution 
of the thrat hydrogeologic categories in the model domain were generated using the SISIM code 
(GSLIB Vtrsion 2; Deutsch and Journel, 1998). The values of the p&rBmCters used for these 
simuIations art listed in Table 5.1. 

Table 5.1. V e l w  of Pammebm uPed to Generate Mnps of Hydsogoologic Catsgotits. 

-gory 2 -gory 3 
WW 1 Tertiary %lcauics, Tertiary Volcanics, 

Palameter Quaternary Alluvium Low-K High-K 
-Catcg='ry Scheme 

Thnshold, 4 (ohm-m) - 30 30 
Simnlation PDF, p, 0.31 0.42 0.27 

Category Semivariograms 
?LP Exponentid Exponentid, Exponential, 

Nugget-Effect Nugget-EfTect 
Nwget, C, 0.0 0.05 0.05 
Sill, c 0.01 0.127 0.127 
Correlation kngth. hy (m) 150 3325 3325 

The SIS simulations were conditioned using the estimated alluvium/volcanic boundary, and 
categorical resistivity data and lithologic data. The Categoq 1 conditioning dataset was developed 
in a way that would produce SIS simulations that incorporate borh the known borehole data and the 
uncertainty in the elevation of the boundary away from the known data points. The Category 1 
conditioning dataset includes the entire volume of alluvium 75 m above the estimated 
alluviumlvotcanic boundary, and theceIls coincident with intervals of aIluvium known from 
borehole lithologic data. The latter data included only those cells in the 75-m interval from the 
elevation of the estimated boundary to the elevation of the known boundary. Cells that Iie outside 
the Category I conditioning set, but above the estimated alluvium/volcanic boundary, were 
simulated according to the spatial correlation models of all three categories. However, these cells 
were predominantIy simulated as Category 1 due to their proximity to the Class 1 conditioning data. 



Categorical resistivity data, augmented by lithologic data in some locations, were used to 
condition the SIS simulations in the volcanic section (Figure 5.6). The boreholes in and adjacent to 
the UC-1 land-withdrawal area (UC-1, UC-1-P-IS, HTH-1, UC-1-1-1) extend no more than 
180 rn belo w the working point, so much of the model below the source is uimnditioned. Boreholes 
in and near the UC-3 land-withdrawal area (UCe-I 1, UCe-18, UCe-20, UC-3-1-1) extend close to 
or beiow the bottom of the domain. As &scribed above, intervals of the resistivity logs having values 
Mow the 30-ohm-m threshold were assumed to indicate Category 2, while intervals having values 
above 30 ohm-m were assumad to indicate Category 3. The 1-m vertical resolution of tbe logs was 
upscaled to the 50-m resolution of the model by assigning the entire model cell to Category 2 if 50 
percent or more of the comsponding 50-m interval of the log fell beiow the 30-ohm-m threshold. 
Both lithologic and resistivity data indicate that the majority of the volcanic section in the domain 
is collrpristd of lufkmm d i m d s  and nonweldcd ma, and is thefm-e sirmllated rn Category 2. 

Values of the probability distribution functions W F s )  for input to the SIS were selected to 
produce realizations having the appropriate relative proportions of tbe three categories. However, 
the values ofthe input PDFs were adjusted from the values of the &sired simulation PDFS to account 
for the fact that virtually all of Category 1 consists of conditioning data. The desired volume of 
Category I was 31 percent of the domain voIume, h e d  on the percentage of alluvium 
corresponding to the estimated alluviumlvolcanic boundary. The value of the input PDF for 

%re 5.6. Diagram showing the hydrogeologic categories determined using lithologic, electrical 
resistivity, and kydrauiic conductivity data itom CNTA boreholes in northern Hot Creek 
Valley. The data suggest that the majority of the volcanic section within the model domain 
belongs to Category 2. Although !he full extents of the boreholes are shown, only the portions 
witbin the modet domain are used for conditioning the SIS simulations. 



Category 1 was chosen to be just large enough to allow simulation of Category 1 in the uncertain 
boundary zone, while being small enough to prevent simulation of Category 1 within the volcanic 
section, a geologically unrealistic outcome. 

The target values of the simulation PDFs for Categories 2 and 3 (61 and 39 percent, 
reqectively) are the relative volume percentages of w h  category in the volcanic section, as 
indicated by the resistivity logs, and represent a compromise between the values determined from 
the entire CNTA dataset and the values determined from wells in and near the UC-1, UC-3. and UC4 
land-withdrawal areas. In the entire dataset, the volcanic rodrs are evenly divided between Category 
2 and Category 3, white the lmal dataset is dominated by mks comprising Category 2 (73 percent 
of the volcanic section pet ra ted  by boreholes). Well UCe-17 represents an approximate mean case 
betwetn these end points: 59 percent of the penetrated volcanlc section is Category 2. Unfortunately, 
driUing at UC- 1 did not extend far below the depth of the working point so the lithology at greater 
depths is largely unknown. We assumed that the pattern of interbeddad welded end nonwelded tuffs 
observed in the entire CNTA datrtset and at UCe-I7 is also present to some extent in the volcanic 
section below the depth of the working point at UC-I. The presence of welded tuff below this depth 
was also suggested by Banister and Johnson @. A-13, 1969). 

The maps of hydrogwlogic categories generatad using SIS represent the geometry of the 
hydrogeologic units most important to groundwater flow and contaminant transport at CNTA. A 
t h ree -hns io rd  perspective of a single realization that is representative of the ensemble of 
generated maps is shown in Figure 5.7. The white cirde marks the approximate lacation and size 
of the test cavity; it s h d d  be noted that cells in the vicinity of the cavity were not conditioned nor 

Figure 5.7. Diagram showing a single realization of the three hydrogeologic categories. A section of the 
voIume closest to the viewer is removed to show the distribution of categories simulated near 
the Faultless cavity. 



simulated to account for blast-induced changes to the host rocks. Cells having the lightest shade 
represent the alluvium of Category I, while cells having the darker shades represent volcanic rocks 
of Categories 2 and 3. 

The map shows the general configuration of the alluviudvolcanic boundary that slopes to the 
east and south away from the working point Also evident is the absence of continuous zones of 
high-Kvolcanic rocks simulated laterally adjacent to and directly below the working point, which 
reflects the general absence of densely welded tufls observed in boreholes in the vicinity of UC-I. 
An impIication of the simulation of predominantly low-K volcanic mks (Category 2) amund the 
working point is that simulated groundwater velocities at the source will be very low. 

53 Representation of Hydraulic Conductivity 

53.1 Hydra* Conductlvfty Field Data 

Hydraulic conductivities were simulated within a h  hydrogeologic categoy in accordance 
with the statistics of K in that cakgory as determined from the straddle packer test results reported 
by Dinwiddie and Schroder (197 1) and tabulated in Appendix 2. Not incorporated in the statistical 
analysis were the K values estimated from the injection tests in UC- 1-P-2SR and the infilling ofthe 
cavity andchimney, The analyses of these tests required substantial assumptions about the geometry 
of the well and surrounding environment, theerefore including a great deal of uncertainty. These tests 
also represent flow at a much larger scale than that represented by the packer tests and the 
discdzation of the mdel. In any case, simulation of K mar the source is conditioned by data from 
HTH-1 and with one exception, these all exceed the Kestimates from UC-I-P-2SR. The K values 
estimated from the pumping test in HTH-1 were also not incorporated. Though consistent with the 
range of data from the packer tests, the pumping test data were obtained from two well intervals used 
for packer testing and were considered redundant for the purposes of the statistical and spatial 
analyses. There was also aneed to be consistent in utilizing the entire packer test dataset, rather than 
only portions of i t  

Of the 58 total K values, 18 were denoted by Dinwiddie and S c M r  as g i g  "estimated." 
~ h o u g b  the authors do not discuss the specifk conditions leading to these estimates, they appear to 
have resulted from various dif~culties in interpreting the results, particularly during tests with very 
long recovery times. For completeness, the estimated values were included in the present study. 
Including tbeestimakd values with the measuredvalues increasedthe variances of the Kdistribution 
for Categories I and 2, slightly increased the mean Kfor Category 3, and slightly reduced the mean 
K for Categories 1 and 2 (Appendix 2). With the exception of the two slightly reduced means, 
inclusion of the estimated values resulted in K distributions that inkrporate greater variability and 
thus will produce a greater dispersive effect in the simulations of contaminant transport. 

The statistics of the Kdata were based on nine measurements in Category 1,23 measurements 
in Category 2, and 26 measurements in Category 3. All measurements within the alluvium were 
made near Faultless; six were obtained from HTH- 1 and three from UCe-18 and UCe-20, and thus 
have direct bearing on the description of K for transport modeling from Faultless. As shown in 



Section 2.4.1, these data indicate declining values with increasing depth, possibly related to the 
increasing induration with increasing depth noted in the lithologic descriptions of the UC-1 
emplacement and instrument holes (Hoover. 1968b). This trend was preserved in the vicinity of 
wells having K straddle-packer tests by virtue of their use as conditioning data for simulation of the 
K fields, a trend of reduced K with increasing depth was not separately superimposed throughout 
the domain. 'henty three of the 49 K values in the volcanic section were obtained from wells in Hot 
Creek Valley, and three of those are from HTH-1. Values of K in the volcanic section do not exhibit 
a strong trend with respact to depth. Figure 5.8 shows the statistical distribution of K valueifor the 
three hydrogeologic categories as simulated by SGS, and can be compared to Figure 2.9, which 
shows the distribution of tbe measured K values. As discussed previously, K in the tuffaxeous 
sediments is relatively low, corresponding with induration, alteration (primarily zmlltization), Mgh 
pcrzentages of clay matrices, and interbedded, reworked and non-welded ash-flow tuffs. 

5.3-2 Spatial Analysis 

The spatial corntation structure of Kwithin e a ~ h  hydrogeologic category was described where 
possible using aspatial analysis of the full Kdataset. Unfortunately, issues of dataspacing prevented 
a full description of the comIation structure using site data, and most values of correlation length 
had to be estimated using accepted practices and literature sources. The GSLIB geostatistical 
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Figure 5.8. Theoretical distribution of hydraulic mnductivity for the three hydrogeologic categories as 
simulated by SGS. 



sohare library, second edition (Deutsch and Journel, 1998) was used for the analysis. The statistics 
of the K data and the spatial correlation models used in the SGS simulations are listed in Table 5.2. 

Table 5.2. Vat= of w e n  used to Generate Maps of Hydraulic Conductivity. 

-gory2 -gory 3 
C ~ ~ ~ O C Y  1 Tertiary Volcanics, Tertiary Volcanics, 

Ql l awwy  Alhtvium Low-K High-K 

Type Bxponential Expormtial Nugget Exponential 
Huggel Co 0.0 0.6 0.0 

Sill, c 1.7 1.2 0.40 

Cornlation length, b,, (m) 800 800 tOOO 
Cornlation length, & (m) 50 50 

The sparsity of data in Category 1 prevented estimation of codat ion scales in any coordinate 
direction. Instead, the comlation length of 800 m in the hwizontal k t i o n ,  & was based on 
values from similar alluvial-fan aquifers. Estimated horizontal correlation lengths ranging from 767 
to 1,023 m were reported by Hoeksema and Kitanidis ( 1985) using data from Eagle Valley, Nevada 
(approximately 300 km west of CNTA) (data reported by Arteaga, 1980). Johnson and Dreiss (1989) 
estimated maximum horizontal correlation lengths ranging from 620 rn along the dip direction to 
I800 m along the strike dmtion for an alluvial-fan aquifer in Santa Clara Valley. California 

The correlation length in the vertical direction. I,  in Category 1, was chosen to be the smallest 
fraction of the 800-m-value assumed for & possible given the cell size of 50 m. was initially 
chosen to be 150 m, or three times the =cell size, to simulate vertical correlation of K almve the 5@m 
scale of the mode1 cells. However, during calibration of the flow model, & was reduced to 50 m, 
which caused the vertical spatial distribution of K to be random above the 50-m scde. This 
anisotropic model of spatial correIation has a horizontal-to-vertical anisotropy ratio of t6:l. 
Horizontal-to-vertical anisotmpy ratios reported in the literatme for unconsolidated aquifers range 
from 7: 1 to 14: 1 (Hess et al., 1992), 23: 1 (Sudicky, 1986), and 88: 1 to 257: 1 (Johnson and Dreiss, 
1989). 

As with Category 1, the horizontal sparsity of K data in Categories 2 and 3 prevented direct 
estimation of LY from the site data The Axy value of 800 m used for Category 1 was also used for 
Category 2 because depositional and textural characteristics of the tuffaceous sediments included 
in Category 2 are similar to the characteristics of the alluvium of Category 1. The hy value of 1,000 
mused for Category 3 is consistent with the observations of Barnes and Hoover (1968) and Hoover 
(1968a) who noted that electric and lithologic log correlations are present in the volcanic section 



between wells located at distances of up to 915 rn, but not present between wells located at distances 
greater than 2500 m. 

The vertical comlation lengths for Categories 2 and 3 were based on spatial analysis of the K 
data from the CNTA packer tests, using the centers of the packed intervals as the locations of the 
measurements. Vertical semivariogram models usingcorrelation lengths between 50 and 150 m best 
fit field data (Figure 5.9). Calibration of the flow model was improved with the 50-m comlation 
length, so this was used to simulate the base-case K maps and resulted in a horizontal-to-vertical 
anisotropy ratio of 16: 1 for Category 2 and 20: 1 for Category 3. 

The choice of 50 rn for h, c a m  the variability in the simulated K fields to be vertically 
uncorrelated, since there can be no comlation at a scale less than the mcdel cell size. If vertical 
correlation exists below this scale at the site, it was not captured in the straddle packer tests, which 
had a mean packer interval of 50 m. Rccent research by Purvancc (1999) suggests that borehole 
resistivity logs may be useful for estimating the vertical comlation of K at scales much less than 
HI m. Applying these techniques at CNTA might allow better resolution of the vertical comlation 
structure of K. However, if & is found to be less than 50 m, the model grid will need to be reduced 
to a much finer resolution to accurately simulate the vertical variability at this scale. This may also 
require d u c i n g  the horizontal size of the model to prevent a much larger number of nodes and to 
maintain computational efficiency. Higher vertical correlation increases the length of vertically 
connected high-K zones, thereby increasing flow and transport in the v d c d  direction. The effect 
of a higher vertical correlation of Kon radionuclide migration was tested as a sensitivity case in the 
current m d l .  

5.33 Simulation of Maps 

Multiple realizations of thee-dimensional maps describing the confzguration and distribution 
of hydraulic conductivity in the model domain were generated using the SGSIM code (GSLIB 
Version 2; Deutsch and Journel, 198).  The normally distributed values of the simulation variable 
ax) generated by SGSIM were then transformed to it loglo-normal distribution K(x) using Equation 
(4.6). The values of the parameters used for the simulations are listed in Table 5.2. Tbe simulations 
were conditioned using the available K data from packer tests at HTJ3-I ,  UCe-18, and UCe-20. 

A three-dimensional perspective of a single realization that is representative of the ensemble 
of generated maps is shown in Figure 5.10. The white circle marks the approximate location and size 
of the test cavity, and it should be noted that cells in the vicinity of the cavity were not conditioned 
nor simulated to account for blast-induced changes to values or distribution of hydraulic 
conductivity. The realization of K(x) shown in Figure 5.10 was generated using the realization of 
hydrogeologic categories shown in Figure 5.7, and the correspondence between K(x) and category 
is clear. For example, zones of high K simulated near the base of the domain correspond to zones 
of Category 3 simulated at that location. 



(b) 1.50 

Simulated Model 
c = 0.40 
A = 1 5 0 m  

Figure 5.9. Plots of the vertical semivariograms of the bydraolic conductivity data for (a) Category 2, and 
(b) Category 3. 



Figure 5.10. D@mm Awing a single rcdhtiaa of the distnitim of bydrnulic couduciivity, based on 
the rcalizstion of hydmgeoIc& ategmh &own in Egnm 5.7. A section of the vohum 
chtto~bevlewais~vedtoshowthedistributiwofKsimolatsdacar~Faul~ 
cavity. 

As shown in the head profiles presented earlier in Figure 2.6, measunments of bead were 
gmmdy located at or near the elevation of the top boundary of the model, and these values were 
uged to mpmmt the heads at rhis efevation. Measurements of head at greater dcpths were often at 
lower elevations than the base of the mode1 domain, so the values at the bast elevation were 
interpolated using lineartreoris in head from the topto an averageof the measurements near thebase. 
These estimatefintmke a&gree of uncertainty tothe asnunad head distribution within the model. 

The horizontal gradientp of hydraulic head at the top and base of the domain were estimated 
by solving the '-point" problem using the head values from HlWl, UCe-IS, and UCe-20. 
Thwe are the three wells nearest to UC-I, and thus best exemplify the head distribution driving 
advective transport in the vicinity of Faultless. The other wells in northern Hot Cseek Valley are at 
much greater distances fiom Faultless and are located in different hydrogeologic settings. This 
analysis produced it gradient of 4.4 x oriented 221" fromnorth at the top, and a gradient of 4.8 
x 10" oriented 321° from north at the base. These estimates were then compared to gradients 
estimated by higing thevalues of the estimated heads at all sevenwells in northernHot CreekValley 
to confirm that the local gradients were consistent with the head distributions in the larger area 
(Figures 5.11 and 5.12). First, it should be noted that the distributions of head in the alluvium and 
volcaoics produced by kriging compare favorably with the distributions of head shown on maps 
developed by Dinwiddie and Schrder ( 1  97 1) in the same geologic units (see Figure 2.5). The maps 



Figure 5.11. CoIltourmapghowingdtsoflrriginghydranlicheads~atthe&~of~~ 
of the. model &main using the wells shown. A &ward dh3ioo of groundwater flow is 
smgscsted near I-ll'R-1. Contour in!erd is 10 m 

produced in both the earlier study and& present shdy indicate that near UC- 1, a horizontal @ent 
of flow is directed toward the southat the top of the model domain, which is, as discussedpreviousIy, 
consistentwith the geometry of the alluviuknnorthern ~ o t ~ r a e k ~ a l l e y .   ith he base of the domain. 
the data suggest a horizontal gradient directed toward the noxthcast, with a component k t e d  
toward the northin the vicinity of UC-I. Northeastwarddjrectedflow inthe volcanic saction toward 
RailroadValley is suggested by Dinwiddie and Schroder (19711, while Prudic etal. (1993) indicate 
a more eastward direction of flow from Hot Creek Valley toward Railroad Valley, though they 
included flow in the deeper volcanic units and underlying carbonates. The more northward-dkcted 
flow suggested at the elevation of the model base appears to reflect head conditions at a vertical 
position between the regional flow in the deeper volcanic section (with a coincident upward 
component) and Iocal basin flow in the alluvium. Usiag the maps of kriged heads and an area within 
2 km of the HTH-I data point, the gradient at the domain top was estimated to have a magnitude 
of 4.4 x 1W3 and an orientation almost directly south. Similarly, the gradient at the base was 
estimated to have a magnitude of 4.6 x lV3 and an orientation to the north-northeast. The similarity 



Figure5.12. C o n t o u r m a p a h o w i n g ~ o f k r i g i n g h y d r a u l i c ~ ~ ~ a t h e l e v a t i o n d t h c ~  
of the mdel doomin using the w e b  ahown. A noah-northeast direction of pndwataflow 
is saggated near HTH- 1. Contour interval is I0 m. 

between these values and the values estimated from the three wells alone providedconfinnation that . 

the gradients used in the model generally agree with regional trends. 

The three-dimensional head Mgurat ion described above results in potential components of 
flow in both the horizontal and vertical directions. To simdate this complicsted pattern of flow, 
specified-head boundary conditions consistent with the ambient hydraulic gradients and measured 
heads were prescribed at the north, south, and bottom faces. Heads and gradients observed in 
northern Hot Creek Valley (prtidarly in wells at the UC-I, UC-3, and UC-4 land withdrawal 
areas) were given the greatest weight during this process, as heads in other wells are inflnenced by 
different hydrogeologic conditions. Thus, bwndary heads were specified so that the mean 
horizontal hydraulic gradients were orientedinthe north-south direction and parallel to the east-west 
faces of the model, which were specified as nc-flow boundaries. Configuration of the head 
boundaries in this way results in prescribed m a n  fIow directions at the top andbottom of tbe model 



that differ slightly from the directions suggested by we115 outside the model domain, but that are 
consistent with heads in wells inside the model domain. An alternative would have beeo to prescribe 
the heads on aIl four sides (and the base) thereby allowing mean flow in directions other than parallel 
to the model grid. This option was considered to overconstrain the flow simulations, especially 
considering the limited head data available at the boundaries, and was not implemented. 
Furthemore, the simulated transport distances presented in this report are well short of the model 
boundaries, such that slightly modifying the directions of mean horizontal gradients would have 
only minor e&cts on pathways of migration. Although the alluvial aquifer is considered to be 
unconfined, the top face was specified as a no-fl OW boundary, causing the aquifer to be simulated 
as c d m d .  This was justified because as a d y  state model there were no storage effects, and 
because the change in head &cross the top was small (less than -percent) compared to the domain 
thickness. 

The heads at tbe upper and lower edges of ?he north and south specified-head boundaries were 
extrapolated from J4TH-1 using he gradients determined from HTH- 1, UCe-1 8, and UCe-20. The 
initial tstimatcs of the beads in thc remainder of h e  cells comprising the three spacified-head 
boundaries were determined using linear inlwpolation. These bundary heads were then adjusted 
to d u c e  the imposed vertical m a t s ,  and consequent vertical flow, in cells just blow the uupper 
boundary. To accomplish this, the heads in the three rows of cells below the top row of cells of the 
north and soutb specified-head bonndarjes were adjusted to obtain vertical gradients equal to five 
percent of the overall vertical gradient at each boundary. The resulting beads were smoothed using 
a moving average to obtain the distribution of heads on the spacified-head boundaries shown in 
Figure 5.13. The configuration of heads on the boundaries allowed flow to freely enter or exit the 
domain at tbe north, south, and bottom faces in response to both horizontal and vertical hydraulic 
gradients, Flow did not cross the east, west, and top faces because they were treated as no-flow 
boundaries. 

FigureS.13. Contour plot showing the distribution of hydraulic beads assigned to cells on the 
specified-head boundaries af the gromdwater flow model. Contour interval is 5 m. 



Areally distributed recharge was not applied to the top boundary in the base-case model, 
though the effect of recharge at higher elevations was included by implication as the strong vertically 
downward hydraulic gradient at the northern edge of the domain. The effects of applying recharge 
to the top boundary were investigated during model developmmt In the k n c e  of site data, an 
annual pracipitation rate of 0.15 m (6 incbes) was assumed for the UC- 1 area, based on the estimate 
of precipitation for elevations less than 2134 m in Hot Creek Valley (Rush and Everett, 1966). 
Although they suggesfcd that no recharge occurs below this elevation, we assumed that the recharge 
rate is thne percent of the precipitation rate, a figure suggested by Prudic et d. (1993) ~ts 

rspnaenting a geoeral percentage of precipitation that becomes recharge in aquifers in the Great 
Basin Province. Application of the resultant recharge Fate of 4.5 x IW3 d y r  uniformly across the 
top boundary resulted in vertical meats at thc site that greatly exceeded the gradient observed at 
HTH-1, both in the alluvium and in the tuffaceous dimmts. Dinwiddie and Schroder (1971) 
reported a slightly upward bead gradient from he bare of the alluvium, and measured upward 
borehole flow from the base of the alluvium during a static flow meter test. Because the mode1 could 
not match the established observations of gradients bdwem the volcanics and alluvium when areal 
h a r g e  was incorporatad it was excluded from the base case. In the base case, recharge is included 
as underflow into the l a k d  m d  boundaries on ihc upgmdient side, consistent with the bulk of 
recharge occuning at higher elevations through the alluvial fans and along tbe range front. 

5.4.3 Flow Model - 
The groundwater flow model of CNTA utilized the MODFLOW-88 code (McDonald and 

Harbaugh. 1988) in a steady-state and fully thresdimensional mode. The model induded the entire 
8 km by 6.5 km by 1.35 km volume of the K maps and used the same 50-m discretization. Flow was 
simulated for 225 realizations of the K maps. Flow into and out of the model oocurred only at the 
north, 5011th. and bottom faces; no additional groundwater sources or sinks were included. 

The preconditioned conjugate-gradient program was parameterized to use 20 inner iterations 
per outer iteration, amaxhumof 5000outeriterations, ahead change criterion of 0.001 m, aper-cell 
mass-balance residud criterion of 0.1 d/d, and a relaxation parmeter value of 0.99. Of the 250 
basecase ff ow realizations, the average overall mass balance discrepancy was 0.08 percent, and the 
maximum mass-balancc discrepancy was 0.29 percent. 

5A.4 Calibration of the Flow Model 

The calibration process is designed to ensure that the flow model adequately simulates the 
observed behavior of the flow system. Calibration is often achieved through refinement of the 
hydrogeologic framework, boundary conditions, and/or hydraul&properties, (ASTM. 1995). Two 
aspects of the CNTA model were adjusted during calibration; the vertical correlation length of Kand 
the mean K of the alluvium (Category 1). 

The vertical correlation length of Kwas adjusted during ca,liiration as it was consideredcritical 
to the simulation of flow due to the presence of vertical gradients near the source. Because the 
principal objective of the flow model at CNTA was to simulate steady-state groundwater fluxes for 



input to the transport modeI, the magnitude and orientation of the hydraulic gradients and the 
distribution of K wexe the most critical eIements of the model. The overall gradLents across the model 
were established using specified-head boundaries and were not adjusted during calibration. 
Likewise, the means and variances of K were assumed to be known based on the hydraulic 
i n f o d o n  from the packer tests. and, with the exception of K of the alluvium, were not adjusted 
during calibration. However, the sparse spatial distribution of the K data introduced uncertainty into 
the estimates of the correlation lengths of K and thus was adjustad during calibration. The K value 
of the alluvium was the second calibration parameter and was adjusted based on a value of K 
estimated from apumping teat in HTH- 1 with observations in HTH-2. As digcussedin Section 2.4.1, 
the K estimated from thir single pumping test is higher than the values of Kestimated from packer 
tests in HTH-1 and in other wells in the alluvium. 

The other aspects of the general hydrogaoiogic framework at CNTA were considered fmaljzcd 
prior to the development of the flow model and were therefare not modiftad during calibration. 
Boundary types were investigated during early phases of model development to best fit thc 
conceptual model of flow, but no futher modifications to the boundaries were made during 
calibration. Tht spacified-head boundaries on the north, south, and bottom faces; the no-flow 
boundaries on the east and west faces; and tbe orientation of the mesh were chosen to approximate 
the north-south pattern of flow. Thus, only the boundary type of the top face was free to be modified, 
and was done so through changing from specified head to no-flow. The no-flow boundary was 
chosen for the final model became it eliminate3 the simulation of unrealistically high flow rates 
through the top boundary. Head values on the specified-head boundaries were chosen to reproduce 
the hydraulic gradients indicated by field measurements in packer-isolated borehole zones, and 
therefore were considered known and were not adjusted during the calibration process. 

The calibration targets were measured hydraulic heads in the uppermost packer interval of 
HTH-1, UCc- 18, and UCe-20. These targets were chosen only at the top of the model where 
simulated heads were free to change the most. The fixed heads at the base constrained head 
fluctuations near the bottom of the model, making heads there less sensitive to refinements made 
within the model. The head estimated for the top of the model domain at UC-1, based on the 
estimated horizontal gradient, was included as an additional calibration tmget. This point was 
pacticularIy important to the calibration process because it governed the vertical gradient at the 
source, the head at the base being fmed. The calibration was evaluated using the root mean square 
(RMS) residua3 between the measured head h,,, and simulated head at the four calibration targets: 

where n is the number of calibration targets. The model was considered reasonably calibrated when 
the FUVV~ residual for 250 realizations was less than 5 m (0.37 percent of the saturated thickness of 
the model). In addition to heads simulated at the top of the model, vertical gradients, simulated at 



locations where we11 data were available, were monitored to ensure that these gradients were 
cunsjstent with the fidd data. 

The d t s  of two calibration trials am shown in Table 5.3. The 6rst trial reduced the vertical 
codat ion length from the 150-m maximum value estimated from the spatid analysis of the K data 
to a value of M m, which improved the calibmtion and resulted in an RMS residual of less than 5 
m. F u t h r  reduction in the v d c a l  correlation was m% possible due to the constraint imposed by - 
the 50-mcell size; therefore, the base-case flow simulations utilized a value of SO m. Theimpacts 
on transport of the 150-m value were investigated in a qmmte tFansport sensitivity analysis. The 
second calibration trial increased the man  K in the duvium by two orden of magnitude, resulting 
In further improvement of the c a l i W m .  This scmdo was based on ihe K wlue of the anuvium 
estimated Erom the pumping test in wells HTH-1 md HTH-2, rather than the K estimated from the 
packer tests in HTH-1 and other wells. In an effort to maintain consistency *tbh the K dnteset, 
however, this scenario was not used as th base case dcsplte the superior cabation. It should be 
pointed out that simulation of a higher mean Kin the duvium did not alter the m&led directions 
of flow between the v o l d c s  and overlyiog alluvium (refer to Section 7.42). A separate transport 
sensitivity analysis was conducted to investigate theimpacts on transport of higher Kin the alluvium. 

' M l e  5.3. Resoits of Two CaWmtiDnTriala of the Gmrmdwater Flow Modtl. 

Trial RMS 

5.43 Simulated &w FleIds 

Profiles of hydraulic head simulated by the flow model are compared to meawrsd heads in 
Figure 5.14. The head profile near Fadtless is simulated to be near vertical as indicated by heads 
at the location of HTH-1. The m&l was not able to resolve the slightly higher head rep& by 
Dinwiddie and Schroder (1971) in the section of densely welded tuff at elevation 1.079.7 m to 
1,103.5 m. The head me8~urcd in this unit was 0.3 to 1.8 m higher than heads muwred in the 
overlying alluvium, and 1.2 to 3.3 m higher than heads measured in the underlying tuffacaous 
sediments (Appendix 2). However, a downward head gradient is simulated from the densely welded 
tuff to the base of the model, which is consistent with the ambient wnditions of the downward head 
gradient and downward borehole flow reported in the volcanic section by Dinwiddie and Schroder 
(197 1). The mean gradient simulatedin the alluvium is slightly downward (magnitude of 6.7 x lo4) 
although individual realizations simulated flow upward into the al~uvium from the volcanic section. 
And although the base case did not simulate significant groundwater flow from the cavity horizon 
upward to the alluvium, this scenario was investigated as a sensitivity case with prompt injection 
of radionuclides upward in the chimney and subsequent migration out into the alluvium. 

Groundwater specific discharges were calculated fmm the MODELOW-simulated heads and 
the hydraulic conductivity fields described above using Equation (4.8). Tbe simulated flow field is 



Hydraulic Head (m above msl] 

Fignre 5.14. Rofilts of by-c bead shdated by &e flow model compared to heads mekpured using 
straddle packers io CNTA exploratory weh located within the model domain. The s imukd 
head profiles represent the mam of 225 flow Ralizatons in the base case. 

dominated by strong horizontal flow in the lower portion of the domain, strong vertical flow near 
the northern and southern ends, and a zone of low flow in the center (Figure 5.15(a)). The 
concentration of horizontal flow near the base and in the northern hdf of the domain corresponds 
to the high proportion of h i g h 4  volcanic rocks simulated in the lower half of the volcanic section. 
These thick sections of high-K volcanic rocks (is., densely welded m) have not been observed 
at Faultless, but are included in the model because there is no evidence that they do not exist between 
the deepest extent of drilling at the site and the base of the model domain. In the model, these rocks 
provide a highconductivity pathway for flow that is driven by the high hydraulic gradient toward 
the north at the base of the domain. The tuffaceous sediments, which have a much lower mean K, 
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Figure 5.15. Diagram showing the diFeftiona aad relative ~~ of Darcy f h x a  in a vertical cross 
acction through the Faultleu cavity.Thc flux vectors rcprcsmt thcensemblc mtan of dl flow . . realmmm and art ahown for every other celI. Wrt @) shows a detail of the vicinity around 
the Fadtkas cavity. 

also appear to contribute to this flow p t k m  by acting as a buadary to upward flow that is driven 
by the vertically upward component of the gradient in the sonthern portion of the domain. 

The strong vertical flow simulated at the noahem and d e m  ends of the domain is a response 
to the vertical gradients specified at these boundaries. Vertical flow diminishes toward the center of 
the domain as the magnitudes of the vertical gradients are d u c e d  and the impact of the vertical 
apisokopy of K correlation scale increases. The zone of lowest vertical flow, as well as lowest 
horizontal flow, is simulated in the portion of the volcanic section simulated as low-Ktuffaceous 
sediments and non-welded ruffs (Category 2). This region acts as an aqaitard between the higher-K 
densely welded tuffs at the base and the higher-K alluvium at thetop of the model. 

The UC-1 cavity is located in the zone of lowest simulated flow, and in an area where the flow 
is directed downward and slightly to the north (Figure 5. IS@)). Thus, flow that passes through the 
cavity region moves down through the low-K tuffaceous sediments before reaching the simdated 
high-Kpathways in the welded tuffs. Vertical velocities simulated in the source voIume range from 
3.2 x to 5.8 x 1@ d d  (using a homogeneous effective porosity value of 0.1 8), so the time of 
transport from the source to the welded tuffs is very long. 



Overall, the patterns of groundwater flow simulated here are consistent with hydrogeologic 
evidence available in the Faultless area The simulated low v d c a l  flow rates at UC-I support the 
prese~ce of distinct flow systems that have wry limited vertical interaction, as suggested by 
demical and isotopic distinctions between groundwater in the alluvium and in the volcanic units. 
Low vatical flow rates are also indicated by the low vertical gradients of hydraulic head and 
borehole flows measured in HTH-1. Purtbermore, the low velocities simulated in the center of &e 
model s u m  the very long residence times for groundwater in the volcanic units indicated by the 
14c data (30,000 to 50,000 years s h e  time of recharge). 

Groundwater veIccities were cdculated from the flow fields within the contaminant transport 
simulations, -asurements of effective porosity are not avdable from the site, but measurements 
of totaI porosity made on core samples during CNTA exploration are avdable for weUs UC-1-1-1, 
UCe-17, UCc-18,and UCc-20, mdaresummarizedby catcgoryinMle5.4.Totalporosity is likely 
to be a good approximation of cffmtive @ty in Categories I and 2, which are composed 
m y  of unconsolidated clastic sediments, but probably overestimates effective porosity in the 
fractured dmsely welded tuffs of Category 3. This issue was addressad through development of a 
sensitivity case that has the. porosity of Category 3 reduced to 0.005, a value representative of 
fracture porosity in densely welded tuffs, and includes matrix diffusion. This sensitivity case is 
described in alater d o n  of this report. A value of 0.18 was used for al l  t he  categories in the base 
case, owing to the similarity of the mean values of the three categories and the high degree of overlap 
between categories. 

Table 5.4. Values of Porosity Estimated from &amemeats on Core Samples fmm Wells UC-1-1-1, 
UCe-17, UCe-18, and UCc-20 (Data reported in Bames a n d  Hoover, 1968; Hoover, 1968% 
Hoover 196%; and Snyder, 1%7). 

. . . .~ 
6.1 Source Term ... 

Contamiaants from underground nuclear testing can be divided into two broad categories: 
radionuclides and non-radionuclides. Primary radionuc~ides can be attributed to three possible 
origins: 1) residual nuclear material that has not undergone a fission or thermonuclear reaction, 2) 
d i m  products of the nuclear reactions (fission products and tritium), and 3) activation products 
induced by neutron capture in the immediate vicinity of the explosion (T3org et ah. 1976). In 
addition, radionuclide daughter prducts are produced by decay of many of the primary 
radionuclides. 

Non-radionuclide hazardous materials have been identified for some tests at the NTS (Bryant 
and Fabryka-Martin, 1991). No information is available regarding testing details (eg., stemming 



plans) for the Faultless test Given this, as well as the fact that the volume of such material is 
necessarily small due to the crnplacrment hole diameter (0.66-m-diameter casing string cemented 
within a 1.07-m hole; U.S. Atomic Energy Commission, 1973), non-radionuclide hazrndous 
materials are not considered in the transport analysis. 

6.1.1 asdiwdtde Source Term 

The Faultless radionuclide source tgm is incIuded in an inventory prepared by Los Alamos 
and Lawrence Livermore national i.borstorjes for nuclear teats conducted at non-NTS locations 
(Goishi et d ,  1995). This inventory mpmmts the total radionuclide source term, given one 
constraint: radiomrclidea were excluded from tbe inventory if they were produced in such low 
mounts M *cay& so rapidIy that if the d amount prcduced during the test were dissolved Into 
a volume of water equal to the volume of the cavity and allowed to decay for 100 y m ,  the msulting 
aqueous conctntnilon would be 1- than one-tenth of the maximum permissible concentdm 
(MPC) (Smith et d, 1995). This effectively elimlnltcs radionuclides with half-lives less than about 
ten years from the inventory. 

A shorter list of radjonuclides of ~ i ~ c a a c e  for &a1 investigations at the NTS was 
compiled considering the 56 radionuclides prescatad by Goishi et d. (1994) for the m S ,  and eight 
additional radionucIides with half-lives l a  than ten y a m  (Smith, 1997). The criteria used in 
creating the short list were ap follows: I) the production of a donucl ide  on a nuclear teat, 2) the 
relative mobiiiw of the radionuclide determined from historical observatiws, and 3) the health 
effects of the radionuclide relative to a total body or organ dose. This list contains 22 radionuclides 
(Table 6.1). and forms the basis for the source term considered in this work. Criven l%e transport 
conditions simulated, the radionuclides with half-lives less than ten years decay too rapidly to be 
considered in the simulations. The remaining radionuclides cover the gamut of reieasc functions and 
retardation properties (dkussed in following d m )  and thus can be considerod representative - 
of the full radionuclide source term. 

The initial mass data for tbe radionuclides pmduced by Faultless remain classified (Goishi et - 

aL, 1995) and cannot be presented in apubIic document. The transport calculations presented in this 
report were performed using a uoit value far starting mass. The unit-mass-based transport analyses 
can be converted to true mass in a cIassified companion document, when the need arises. 

Rough estimates of the initial masses of thrae important radionuclides, 3H. 90Sr. and 137Cs, 
were made so that the general results of the transport modeling could be publicly related, and to 
provide a basis for understanding the uncertainties evaluated through the sensitivity analyses. The 
tritium mass was estimated based on the highest concentration mtasured for a water s&le from 
the post-shot well, UC-1-P-2SR. This concentration, 9.2 x 108 pCi/L was applied to a voIurne of 
water equivaIent to the estimated chimney size. Based on generic relationships related to depth of 
burial (Glasstone and D o h ,  1977), the cavity radius for Faultless is estimated as 100 m. Chimney 
heights are typically four to six times the cavity radius. In this m e ,  500 m was used as the height 
because this also approximated the degree of saturation at the time the highest concentration sample 
was coIlected in 1976. The chimney porosity was estimated at 0.1 8, the same as that estimated for 



the surrounding material. This reflects an assumption that the surface collapse voIume met or 
exceeded m a u s e  of the inferred tectonic movement) the cavity volume. an assumption supported 
by estimates of the collapse volume (McKeown et d ,  1968) and calculations of cavity size hd 
on depth of burial (GIasstone and DoIan, 1977). The resulting vohune of water, 2.83 x 1@ liters, 
and the above concentration, lead to a tritium mass estimate of 2.6 x pCi. 

Tabte6.1. List of Radimuctidea Caosidaed Most Sipnificant for R m d i a l  Inye8tigatiw d 
U- N u c h  ?tat k (Smith, 1997). ~~ with half-livu Itss h o  ten 
y a s a r e n c t c o n a i d e r r d m t b c F ~ a n a l y r u .  

Rdtonclck -- 
'H 12.3 20.000 - 

"c 5730 2,000 
a%# 3.01 x Id 700 
60Co 5.27 102 
W r  10,7 3 NA 

29.1 8 
% 2.13 x id 900 
'06Rn 1.02 30 
lZSb 2.758 300 
1291 1-57 x 107 1 

l%s 2.065 80 
137Cs 30.17 uW] 

lS1srn 90 I ,m 
Is% 13.48 200 
Is4~u 8.59 60 
1 5 5 ~ ~  4.71 NA 

wl 2.46 x id 90 
maU 4.47 x 109 100 
237Np 2.14 x I@ 5 
P~ 2.41 x 104 8 
=%I 6.56 x id 8 

W~thout any measured concentrations of %r and 137~s ,  these radionuclides were estimated 
using rough relationships between radionuclide production and yield Borg et aL (1976) estimated 
that 1.50 x 1014 pCi of %Sr and 1.80 x 1014 pCi of 13'Cs are producedper kiloton of test yield. Using 
these relationships and the upper bound of 1,000 kt fIom the announced Faultless yield range W.S. 
DOE, 1994) gives an estimate of 90Sr mass of 1.5 x 1017pCi and of 137Cs mass of 1.8 x 1017 pCi. 
It should be emphasized that these values, as well as the tritium value given above, are rough 
estimates for discussion purposes only, and that Fmal calculations must rely on the classified data 
in Goishi et al. (1995). 



6 . 2 R e l e a s e ~ o m  

Radionuclides pducedby an underground d e a r  testare-nt in three basic forms: gases, 
surface deposits, andvolume deposits (Smith et nl., 1995), the proportions of which canchauge with 
time after the detonation. ImmediateIy after the detonation, essentially all of the radionuclidcs are 
part of a wperbeated, expanding gas (Borg et al., 1976). When tbe temperature and pressure start 
to drop, many of the gases condense. The condensation occurs based on the boiling point of the 
nuclide, with the higher-boiling points (fust to condense) ref& to as rcfmctory nuclides, and the 
lower-boiling point species r e f d  to as volatile. A high percentage of the refractory s p i e s  are 
trappd in the solidifying melt, much of which collects at the base of the cavity as "puddle glass." 
These are the volume &pits, whose release is controlled by dissolution of l5 is  glass. 

Nuclides witb somewhat lower boiling points (e.g.. C1, I) remain volatile longer and are able 
to migrate upward through cmks in the ~ b b l e  chimney. Some portion of these are included within 
tbe solidifying puddle glass, but a portion is also deposited as caatings on chimney rubble surfaces. 
Nuclides included in th&surfacc deposits can be released by relatively rapid processes such as ion 
exchaage, as well as by dissolution, and thus the surface deposits are more susaeptibIe to leaching 
than the radionuclidts that are volume deposited Ion exchange and dissolution of these surface 
coatings are dependent upon the mineralogy of the precipitates and their controlling 
thermodynamics. The spacifc fonn that these surface deposits take at Faultless is unknown, and 
even if itwere, it is unlikky that thermodynamic dataare a h a b l e  for some of the uncommon fa-, 
much leaq definition of tbe traosient tempgaturs and pressure conditions under which the reactions 
will occur. For these rzamm, no attempt was made to formulate a geochemical release function for 
the surf~ccdcposited radiwuclides. Rather, it was asgumed that the surfax deposits were 
immediately disso1vad upon contact with groundwater and available for migration through the 
gmundwater system. This assumption mults in an overestimation of the availability of the 
surfaoe-dtposited radionuclides for w s p w t ,  as the dissolution and exchange processes described 
above may be considerably smaller in magnitude and slower in occurrence than modeled. With no 
geochemical component to the release. th migration from the cavity of the surfacedeposited 
nuclides is governed by the '%y&auIic release." The hydnwlic release &fines the process of 
meqdi'bration of the hydraulic head within the cavity (recovery to static water level from the 
depressed condition caused by the test), as well as flushing of con tdnants from the caviq by the 
flow-through of groundwater. 

Some of the radionuclides prcduced remain in gaseous form (e.g., Kr and Xe) and may be 
incorporated in solidifyingphases, dissolved in groundwater, or escape the h e e d  zone to migrate 
through the unsaturated section. That portion dissoIved in groundwater will migrate as controlled 
by the hydraulic release described above. Othcr nuclides are gaseous, but then decay to a 
non-gaseous nuclide. In these cases, the preceding decay-chain behavior is an important control on 
the distribution and release of daughter nuclides. For example, both I3'Cs and 90Sr can be found in 
surface deposits throughout the chimney, as well as in the puddle gIass, because of gaseous 
precursors. Prompt injection is another release process that may transport gaseous species under 
early cavity conditions. Gaseous tritium and strontium and cesium precursors may be forced several 



cavity radii away from the detonation point h g h  explosion-induced fractures arranged radially 
away from ground zero (Smith, 1995). It is uncertain whether refractory species are transported by 
prompt injection. 

Several of the processes described above require elaboration to understand how they wen 
implemented in the transport analysis. Following are additional discussions of the apportioning of 
radionucIides between volume and surface deposits, the hydraulic release function, nucIear melt 
glm dissolution, and prompt injection. 

Refra~tory and volatile behavior designations were culled from litereralure references (Borg et 
al., 1976; Borg, 1975; Kersting, 1996; Smith. 1995) whenever possible. For those nuclides with no 
spacific literature reference, voIatilitits of oxides (Bedford and Jackson. 1965; Krikorian, 198 1) and 
meltingpoint t e m p r m  wcre used to lusignabehaviorconsistentwith thevolatilities and melting 
points of known rcfiwory and volatile nuclides. 

A small proportion of nuclear mclt glass is not incorporatDd in the bottom puddIe, but is 
distributed thrwgh the collapsing chimney as a result of splashes caused by blocks of m k  falling 
Into the puddle, or as f m  droplets entrained with escaping cavity gases (Smith, 1995). The exact 
mount distributed in this way is not known. Bag4  on broad experience at Lawrence Livermore 
National Laboratory examining glass samples fromunderground testing, Borg (1975) estimates that 
at most, onfy two to thrw perctnt of refractories arc lost from puddle glass. Rabb (1970) found that 
isotopes other than lnCs, luSb, 9%u'%?b, 14'Pm, and lg5W were 95 p e n t  or more in the @ass 
with the remainder elsewhere for the Pile Driver test. B a d  on this information, it is assumed here 
tbat five percent of the total mass of even the refractory species is lost from the puddle glass. Thus, 
tbe designated r e w r y  radionucIidcs have five percent of their mass considered surface deposited, 
with the remaining 95 percent volume deposited (Table 6.2). 

The distribution of %r and 13'Cs is assigned based on fractionation data compiled by Eorg 
et d (1976). Their Table 21 lists the fractionation index for several radionuclides from tests in 
different rock types. The lowest value measured from deeply buried underground tests (neglecting 
results from shaIlowly buried tests in alluvium) for incorporation in the glass was applied to the 
Faultless evaluation. Thus, it is assumed that 20 percent of the 13'cs is contained within the puddle 
glass and SO percent is surface deposited through tfie cavity and chimney, and 40 percent of the 90Sr 
is in the puddle glass and 60 percent is surface deposited The higher proportion of " ~ r  in the glass 
as compared to 13'Cs is consistent with the difference in the hdf-life of their gaseous precursors. 
The 9 0 ~ r  half-life is 33 seconds, whereas the I3'Xe half-life is 3.9 minutes, allowing more time for 
migration of the mass-1 37 chain to migrate out of the puddle glass. 

The halogens, 3 6 ~ 1  and lZ?I, can be expected to have volatile behavior in the early time, but 
there are also natural analogs in the geologic environment whereby halogens are includedin volcanic 
glass (fIampton and Bailey, 1984). As the steam condenses in the cavity, some of the volatiles will 
be trapped and incorporated in the glass. It is assumed here that half of the 3%2 and Iz9I is included 
in the glass, and half is surface deposited. 



Table 6.2. Release M o m  Asslgned to Source Term Nuclides, based m Liceratwe References 
Described in the Text. 
h o ume ( s , ease (%) 

H (Hyd"'ge'') 100 0 
c (Carbon) 100 0 
U (Chlorine) M 50 
Kr m m )  100 0 
Sr (Shwtium) 60 40 
Tc (Technetium) 5 95 
r (10dine) SO 50 
Cs (Cesium) 80 20 
Sm (Samarium) 5 95 
Eu (Europium) 5 95 
u (uraaium) 5 95 

NP W W u m )  5 95 
h (Pl~tDIliUrn) 5 95 
Am (~mgicimn) 5 95 

By a similar prwess, other voIatiIe nuclides are probably entmkd'in the melt For example, 
the French report that more than 50 percent of the available tritium is captured by their glasses 
(Dupuis, 1970, & re- by Borg, 1975). Borg (1975) reports that d y  a small (but unquantified) 
portion of the total tritium produd can be recovered from glasses of tests conducted in saturated 
alluvium and tuff. At PiIe Driver, Borg (1975) estimates that 153 g of a total 1.8 g p d u c d  by 
activation was contained in the melt, but notes that this was considerably less than the total tritium 
available. Given these u m k i n i i e s  and thc importance of tritium to the transport calculations, no 
incorporation in the melt glass is assumed here. The size of the carbon dioxide moIecule can Iimit 
its inclusion in volcanic glasses. (though carbon monoxide may dissolve; Hampton and Bailey, 
1984), and krypton is noncondcnsable, so these nuclides are also considered subject only to the 
hydraulic release function. 

6.23 Cavity Mill 

It is well established that nuclaar cavities and chimneys art dewatered and subwpently 
ref~llcd, though the process though which the dewatering occurs in largely inferred (Eorg et al., 
1976). Within the cavity itself, the depressed water levels probably result from thermal and 
compressional forces generated by the nuclear reaction. Following the desaturation immediately 
after the test, the cavity and chimney will infill with groundwater flowing radially h r n  the 
surrounding saurated rock. 

The infill of the Faultless chimney with groundwater has baen well recorded by water level 
measurements in UC-I-P-2SR through the years (Thrdarsan 1987; Chapman et aL, 1994). An 
apparent initial delay in i n f f i B  has boen a&ibuted to a zone of perched w&, with measurements 
after 1974 representative of therise of groundwater to the pre-test level. The pre-test level is a matter 



of speculation. Thordarson (1987) estimated the pre-test level as occurring at a depth of about 168 
m (hydraulic head of 1687 m). Given the hydraulic head measured at wells HTH-1 (1 668.4 m) and 
HTH-2 (1667.1 m), this pre-test estimate appears high, requiring a gradient of about 0.025. Using 
the pre-test estimate of 1687 m, Thordarson (1987) predicted that the hydraulic head in the chinmey 
wouldbe fully recovered between 1993 and 2018. As of late 1997, the hydraulic head in the chimney 
was at 1660.7 m, over 26 m below the pre-test estimate, and almost 8 m below that measured in 
HTH- 1. Themvery shouldbring the water level in UC- 1-P-2SR above that in HTH-1 during 1999, 
wbile the prc-test estimate is predicted to be reached no sooner than 2001 (Appendix 3). 

While hydraulic head within the chimney is depressed below that in the surrounding aquifer, 
there is no hydraulic force to drive contaminant migration. Given this, radionuclides are not allowed 
to exit the cavity and begin transport through the apuifer until 30 years after the nuclear test. The 
effect of this is to allow 30 years of radioactive decay, reducing the starting masses of those 
radionuclides with short half-lives. 

Though there is no hydraulic force driving migration, there is a large chemical gradient 
hetween the cavity and surrounding areas that can drive diffusion of contaminants away from the 
cavity. The relative magnitudes of advective transport of clean groundwater toward the cavity and 
of diffusive movement of contaminated water away determines whether diffusion can cause 
migrAon to occur prior to cavity infilling. An analysis of these processes determined that advection 
dominates until very late time, and only during the last several months prior to full recovery can 
diffusion overcome advective flow and begin transporting radionuclides (Append'ix 3). 

The nuclear test also sets up a substantial, though temporary, thermal gradient. Analysis of the 
hydrologic impact of pluton emplacement concluded that waters in nahual pluton systems move 
away fmm their points of origin to positions several kilometers away in a few hundred thousand 
years (Norton and Knight, 1977). However, the Faultless test had a much lower sustained 
temperature, and it is decaying toward the geothermal gradient v e q  rapidly, compared to the pluton 
example. In early time, elevated t e m p r a m  in the cavity may have retarded groundwater inflow 
until the t e m p e m  drop+ low enough to condense the steam into liquid water. That 
condensation process was pmtulated by Thordarson (1987) to be a possible contributor to the 
creation of the perched water level monitored in UC-I-P-2SR as steam rose in the chimney and 
condensed at higher, cooler, levels. The impact of temperature on groundwater flow after 
condensation is through free convection, which is controlled principally by the hydraulic 
conductivity. In low conductivity material, very large temperature gradients a ~ e  necessary to 
establish convection. Given the relatively low conductivity of the surrounding aquifers, particularly 
in the vertical direction, and the relatively high conductivity within the cavity and chimney, it is 
likely that the t h d  impact on groundwater movement in the years after the test is c o n f d  to the 
cavity and chimney. 

6.23 N n h r  Melt Glass Dissolution 

The rock, fission products, and device components that are vaporized by the tremendous heat 
and pressure of a nuclear reaction quickly begin to condense and coalesce into nuclear melt glass. 



This glass (a solid with no crystalline strum) contains much of the radioactivity produced by a 
nuclear test Radionuclides must be removed from the melt glass to be transported by groundwater. 

AvaiMIe data for predicting nuclear melt glass dissolution are-tedin a t m q o r t a d y s i s  
performed fortbe Shoal underground nucIcar test (Pohll el aL, 1998). The approach seIxted for that 
site, and dm applied here, is to use dissolution rates based on analogy to the dissolution of volcanic 

- - 

glass. This approach avoids the significant problems inherent in trying to use data from nuclear melt 
glass leaching experiments, such as data collected during nonquilibrium conditions. 

DissoIution of glass under the geochemical conditions of the CNTA area is expected bawd on 
thermodynamic considerations. The log of the ion activity product to the equilibrium constaot (log 
IAP/KT) for amorphous silica is -0.75 for groundwater coIlected 6rom the chimney in well 
UC-I-P-2SR, indicating that the chimney water is undersaatrated with respect to ghss. The rate 
equation used to calculate nuclear melt glass dissolutjon follows a linear rate law (White, 1983): 

where Q is the mass transfer of achemica1 species into aqueous solution per unit surface area of solid- 
(moledcm2), Qo is the initial surface ion exchange (moleslcm2), is the linear rate constant 
(moleslcm%), and t is the time (s). 

The bulk composition of volcanic glass and analyzcd nuclear melt glass is similar W I e  6.3). 
Though there art no analyses of thebulkelernenta1 composition of FaultIess nuclear melt glass, there 
is no appreciablernigration of majorelementsfrom &cavity region, such thatnucIearmeItglass tends 
to resemble the bulk rock composition (Schwartz et a l ,  1984). Mineralogic analysis of tuffaccous 
sediments collected from UC-1-1-1 (an instrument hole adjacent to UC-1) rcveals an orthoclase, 
plagioclase, and quariz-dominated material with approximately 71 percent SiOz and 16 percent 
AIZ% (Appendix 5). This composition is closest to that of the perlite used by White (1983) in his 
dissoIution experiments, so that the dissolution wnstant used here is the one determined from his 
experiment P-12, with a itj of 0.45 x 1@l5 moleslcm% and an initial exchange value, Qo of 0.48 x 
1 ~ 9  m0iesl~m2. 

With the dissolution rate constant given on a pr unit surface area basis, the specific surface 
area is a very sensitive term in the dissolution equation. It is also a parameter that is poorly known 
from experimental work and wholly unknown for in sihr cavity conditions (Pow etnL, 1998). The 
value used here. 0.05 m2/g, is that reported by &sington and Sharp (1968) for larger particle sizes 
of nuclear melt glass collected from the Rainier test. Recent work evaluating tbe melt glass produced 
by the cambrictest (W. Bourcier, personal communication, 1998) applied studies of n u c k  waste 
glass surface area to postulate much lower values of specific surface area (approximateIy 5.2 x 
m2/g). These lower surface areas, with resuItant much slower glass dissolution rates, were planned 
to be included in the Faultless analysis until the transport analysis indicated very slow migration 
times. As discussed in a Iater section, the groundwater flow field and retardation pIay a much more 
significant role in contaminant migration at Faultless than the estimated glass dissolution rate. 
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Tabk 6.3. Comparison Between Chemical Conpsition of N d  Volcanic GIass and Nuclear Melt 
Glass. Maior and trace element composition in tams of oxides, given as weight percenb-. - - .  
a rent he.& contain standard deviatiihs, when av-le. 

S i a  d- cao N*O KzO 
Perlite' 74.2 r4.1 0.15 0.49 1 .O 4.0 4.8 

The total mass of glass available for h 1 u t i o n  is estimated based on a relationship of 700 
mttric tons of glass produced pcr kiloton yield (Smith, 1993). and a maximum estimate of 1,000 kt 
forFaultless. Theresultant 7 x i d  metric tons of glass wereassumed to haveagnunfmula weight 
of 60 and &nsity of 2.65 &m3. The dissolution was cdculated iteratively to a~count far the 
continual reduction in dissolution as the total surface area is reduced. At each time step (of one year), 
the amount of dissolution is calcillatsd That lost mass is then subtracted from tbe Initial mass of that 
time step to determine the new ( d u d )  total mass and related (reduced) specific surf= area to 
use to determine the amount of mass lost in the next time step. As the mas and smf= area get 
smaller, less dissolution occurs with each time step, witb that reduction expressed as an exponential 
decline. Particles are releaped into the flow field according to the function I-& to approximate the 
glass dissolution process. Here, k is the release coefficient and is the product of the specific surface 
area and the dissolution rate constant. Multiplying the total mass (or number of particles) by the 
function reveak the amount to release at each time step (see Section 4.3 for additional discussion). 
This approach for handling glass dissolution assumes adequate flow of grwndwater such that 
saturation with amorphous silica is not reached in the water. Given the low gmundwater flow 
velocities in the model, this assumption may be violated and wopldresult m even slower dissolution 
of the puddle glass than used here. 

Using these parameters, 90 percent of the glass in the Faultless cavity is calculaterl to be 
dissolved after approximately 5500 years (Figure 6.1). Most of the mass is lost in early time (50 
percent at 1660 years), with atrailing tail inlater years. It is likely thatthese calculatiomover-predict 
dissolution because rate-reducing processes have been neglected (e.g., protection of the glass from 
additional dissolution by the formation of a mantle of reaction products), and the specific surface 
area used may be too large. Using the surface area generatd for Cambric. 5.2 x 1w5 m2/g (W. 
Bwrcier, personal communication, 1998), dissolution of half the glass niass requires approximately 
1.5 million years. 

63 Retardation 

Radionuclides that are dissolved in groundwater and available for transport are subject to a 
variety of physical and chemical processes that can retard their movement relative to the movement 
of water. Together, these processes are referred to as retardation and include ion exchange, 
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Figure 6.1. Dissolution of Faaltlcss nuclear m l t  glass, assuming m analog to volcaoic g h  ~~ 

~ g t h e p a r a m t e n ~ b s d h ~ t e x t H a l f o f t b e ~ g ~ s i a l o s t b y  1660ycars.The 
calculation used a specific &e ana of 0.05 dig and much smaller valuea indicated by 
other work dimmed in the text were not used drpe to the ucy atow groundwater dociticg 
at the site. 

adsorption, and surface and bulk prtcipitation. Sorption and matrix diffusion are powerful 
retardation mechanisms that need to be incorporated in tbe transport analysis. The data ntccssary 
to consider individual reactions are not available for the Faultleas test; instcad, a bulk sorption 
approach is used to approximate chemical pracesses. This approach is Iimited to 
equilibrium-controlled processes. Kinetic processes, particularly djfhion, can be importrmt in 
controlling the rate of &erretmWon and may d t  additional sigmf~~~nt~nhibition 
of radionuclide transport, The supporting data for sorption+ and how it wap applied to the modeling 
is presented first, followed by a discussion of the treatment of matrix m i o n .  

The distribution coefficient, &,is ameasure of partitioning of an ion between the solution and 
the solid under equiliium conditions. Distribution codfcients were estimated for the aquifer 
materials of the CNTA by Nork er al. (1971). 'Ihey report & vaIues for 4 5 ~ a ,  85Sr, and lncs for 

. 

three d i f f e~n t  size fractions of tuff, welded mff, lakebeds and &sum, rhyolite, alluvium; and 
tuffaceow sediments in contact with groundwater from UCe-17, UCB-18, and HTH-1. The iQ 
values are very large (Table 6.4) and indicate sjgnjiicant potential for retardation of radionuclides 
in contact with the aquifer material ncar~aultless. 

Extensive studies of sorption on materials from Yucca Mountain provide another source of 
information. Though alluvium is not of conccm to that site, sorption to welded and non-weldedtuffs 



Table 6.4. Distribution Coe&cimts of Soroc Central Nevada Test Site Water-Mind-Rdiomtclide Syaemg work et d .  1W1). 

Partly m D c d q  Cnc 23 
welded M 

Rhyolite C h  14 

UCPl-1-lA Alluvium Cors HIH-I Zm 10 13W.O 2065.0 28420 570.7 691.4 8660 a048fi 25420 26420 



was evaluated. Many of the radionuclides evaluated exhibited strong sorption (Triay ei al., 1997'). 
Specifically, it was determined that niobium, tin, thorium, zirconium, actinium, aniericium, 
samarium, plutonium, cesium, and radium could be assigned a minimum sorption coeficient value 
of 100 mVg for Yucca Mountain performance assessment calculations (actual sorption 
measurements are often many times grenter). Several other metals also exhibited high affintiics for 
most f i cca  Mountain rocks under most conditions, but had somewhat more complex behavior that 
indicated additional research was needed. 

Given the important role such &j values would play in estimating migration, validation and 
refinement of the sorptivepropcrtiw of the aquifer matrices of CNTA were performed through anew 
series of experiments. The experiments were conducted using cores from CNTA drillholes with 
simdated groundwater based on chemical analyses of groundw&er from HTH- 1. Three aquifer 
materials were inuestigatd aliuvium, t u f f ~ ~ ~ ) u s  scdmcnt, and dtnaely welded tuff. Batch 
equilibrium studies using different size k t i o n s ,  batch -of-uptake studies using different size 
fractions, and column experiments were all conducted. It was *=tical to m individual sorption 
experiments for all of the elements in the nuclear source tenn, plus daughter products, especially 
given the hazardous and controllad nature of many of the elements. Rather, surrogates were 
identified to approximate the acid source term. Strongly and moderately binding cations (lead, 
cesium and s&fltium, respectively) and strongly and weakly binding anions (selenite andchromate, 
respectively) were evaluated for their a&lity for the different aquifer materials. The labmatory 
d t s  are summarized below. followed by a discussion of the retardation calculation as applied to 
the transport calculations. The details of the sorption experiments may be found in Appendix 5. 

63.1.1 Chcterization of AquKer Material 

The adsorbent used in the sorption experiments was core material mlIezted during drilling 
borcholes at CNTA and stored for the last several decades at the U.S. GeologicaI Survey Core 
Library in Mercury, Nevada Five different horizons were s m p k d  from thee boreholts. The main 
interest was in material fmm UC-1-1-1, a s  it WBS closest to the empIacement hole. Alluvium fmm 
UC-1-1-1 was collected from 611 m and an interval from 546 to 551 m. Tuff~~eous d h e n t s  from 
the same hole werecollected firom 985 to 987 m and from 1.065 m. Spatial variability in the alluvium 
was investigated by a sample from 1,074 to 1,057 m in UCel8.  Welded tuff was not encountered 
in any nearby core to UC-I, so that the welded tuff interval at 296 m in HTE-3 was used. 

It was not possible to conduct laboratory experiments with 'all diffemt materials. A rather 
extensive characterization, however, was performed on all materials, to evaluate possible 
differences and similarities. Based on the charactexizzhon, and toperform experiments with relevant 
aquifer material as diverse as possible, the experimnts were conducted with one sample each of 
alluvium, tuffaceous s d i e n t s ,  and &nsely welded tuff. Specifically, the following three samples 
were used: UC-1-1-1 546-551 m (alluvium), UC-14-1 985-987 m (tuffaceous sediments), and 
HW-3 296 m (densely welded tuff). 



To perform batch and mie-of-uptake laboratory experiments, the core samples were reduced 
in size. Several size fractions were obtained by sieving. Although several experiments were 
performed with differtnt size fractions, most experiments were performed with the size fraction 
consisting of particles smaller thm 125 lun. The first phase of the laboratory work included a rather 
extensive characterization of the smaller size fraction. The chamcterization ofthe powders included 
particle size distribution, porosity, bulk and true density, specific surface area, average pore 
diameter, arid micropore volume using the Bmauer, Emmett and Teller (BET) ( 1938) model. 

Details of the chamcterization are presented in Appendix 5. In summary, however, it can be 
said that the results were fairly similar for the three samples, although the density of thc tuffaceous 
sediments (2.56 g/cm3) was slightly lower than the density of the other materids (2.67 glcm3). In 
addition, the BJZT surface area of the denscly welded tuff (6.24 rn2/g) was Iower than the surface 
area of the alluvium (13.8 m2/g) and tuffaceous sediments (16.7 m2/g). These results are consistent 
with the lower micropore volume of the densely welded tuff compared to the alluvium and 
tuffamous sediments. It shodd be notad, however, that he BET values may be underestimating the 
total available surface area for sorption, if the sample contains swelling clays (smectites). Even if 
thepercentage of clays by weight is low, the e m i n  thereported total surface areamay be significant 
because of the high specific surface area of s m t i t e s  (600-800 m2/g). 

The morphotogy of the samplcs was examined by scanning electron microscopy (SEM). 
Analyses were performed both on the powdm used in the experiments and small core fragments. 
In addition, the energy dispersive x-rays (ZDX) attachment of the SEM allowed the identification 
of the composition of individual mineral grabs. The mineralogical composition of the samples was 
determined based on a combination of techniques. Bulk mineralogy was determined by powder 
x-ray diffraction (XRD) of the crushed sample. In addition, a semi-quantitative mineralogical 
composition of the core was obtained from SJ3iEDX analysis of thin sections of the core comb- 
with image d y s i s .  

The drawback of the bulk mineralogical composition based on powder XRD is that relatively 
minor components may be overlooked. These relatively minor components, however (ag. .  clays 
and iron oxides), may account for r substantial fraction of sorption sites. In addition, amorphous or 
disordered materials (e.g., hydrous phyllosilicates) may yield very broad peaks not easily identified 
as a mineral phase. The SEMIEDX analysis of tlie thin sections mentioned above can provide some 
additional information. Based on acombination of the above techniques, the core samples &d 
mostly of quartz and feldspars (albite, anorthite, orthoclase, plagiqclase), although calcite, hydrous 
aluminosilicates, and clay minerals were also found in smaller concentrations. 

6.3.12 Experimental Procedm 

The batch sorption experiments were performed with two different size fractions of each type 
of material (material smaller than 125 pm and material between 212 and 595 pn). Samples were 
equilibrated in individual polypropylene 12-mL reactors. All experiments reported here were 
performed with synthetic groundwater simulating the composition of groundwater from well 
HTH-1 at 741 m depth. Because of the large number of experiments needed to be performed, it was 



not possible to investigatethe sorption of d o n s  and anions rts afunction of ionic strength, although, 
at Ieast for some of the elements, ionic strength may be affecting their sorption behavior. A few 
experiments, however, were conducted with synthetic groundwater of di f fmt  composition 
(simulating groundwater from well E1TH-2 at 229 m depth) and the results were not substantially 
different 

To derive sorption isotherm parameters, experiments at diffmnt concentrations had to be 
pedowed. Again, because of work scope limitations, only a limited range of concentrations could 
be used The concentrations used in these experiments ranged from to 1@ M. At least two 
wncentrations were used for eacb Isotherm and a linear isotherm was assumed, so that the isothem 
was forced through the origin of axes. Each isotherm, therefore, was drawn through at least thm 
points. Details and figures showing the sorption isotherms are includedin Appendix 5.The resulting 
Iinear isotherm is usualIy referred to as a distribution coeficient, &, and is given by: 

where S is the sorbed concenkation of the adsorbate per mass of adsorbtnt and Cq is the equilibrium 
concentration of the adsorbate in the aqueous solution. 

It should be obvious from the above equation that sorption isotherms only provide a means of 
quantifying the amount of a substance sorbed onto aquifer material relative to the dissolved 
concentration, presumably under equilibrium conditions. These isotherms represent, therefore, a 
macroscopic and quantitative description of the partitioning of a substance between the solid and 
aqueousphases, but provide very little indication of the particularprocess responsible for the 
d o n  of a contaminant. Parametric investigations as a function of pH md ionic strength can 
provide vdu&le information regarding thc specific process involved. 

Owing to the relatively constant pH of the grwndwater in both the alluvial and volcanic 
aquifers (see discussian below). most experimental data were coUected undcr slightly basic pH 
conditions (pH 7-9). Data at Iower pH values were occasionally collected to help interpret the type 
of sorption process involved Sorption of cations occurs either through cation exchange at 
pemmentcbarge sites of clay minerals andzeolites, or through sorption& amphoteric sites of oxide 
and hydroxide minerals, or through surface precipitation. More detailed information is given in 
Appendix 5; suffice it to say that pH-independent sorption is indicative of sorption at pmianent 
charge sites of clay m i n d  and zwlites, while pHdependent sorption is consistent with sorption 
at amphoteric sites of oxides and hydroxides or precipitation. 

Expeiiments were performed with both cations and anions. The selection of the cations and 
anions used in this study was based on an attempt to achieve the following objectives: to study as 
many cations and anions, with so~ption behavior as diverse as possible for al l  three adsorbent 
materials used in this study. At ?he same time, because of safety concerns and other regulatory 
restrictions, none of the ions used could be of a controlled nature, although mixed isotopes in their 
natural abundance could be used instead of a radionuclide of the same element 



Based on the above, the cations used were lead (Pb), strontium (Sr), and cesium (Cs), and the 
anions used were chromate (Cr in the +6 oxidation state, from now on referred to as crm) and 
seIenite (Se in the +4 oxidation state, from now on r e f m d  to as sew). Lead is known to sorb very 
strongly on both cation exchange and arnphokic sib% and it was used to model strongly sorbing 
radionuclides. Cesium tends to bind more strongIy than Sr on cation exchange sitcs, while Sr may 
have slightly higher affinity for binding on amphoteric sites. Owing to the importance of the 
radionuclides of these elements it was decided to perform experhents with both Cs and Sr. 

The anions were used as a model for the sorption of not only pertachetakes flc in the +7 
oxidation state) but also any other anionic con taminant in the groundwater. On most surfaces, S p  
is thought to bind more strongly than Crw, In addition, the sorption of S f l  tends to be less 
dependent on ionic strength compared to the sorption of Crm. The sorption of both anions would 
be almost negligibIe on smectites and zeolite., i.e., minerds with very high sorption capacity for 
cations. On oxide surfaces, however, such as iron oxides, sew sorption, in particular, is expected 
to be at least comparable to hc sorption of many divalent and transition metal cations. 

Experiments were performed with both particle size frmtions to assess the dependence of the 
distribution coefficients on particie size (see discussion on the dependence of & on specific surfa~e 
area below and in Appendix 5). The batch sorption experiments will be summarized here; more 
detailed discussion can be found in Appendix 5. 

6.3.1.3 -tal Results 

The R;i v h s  for the small particle size fraction of the three different materials arc given in 
Table 6.5. The values for the larger size fractions are given in Appendix 5. In general, the batch 
sorption results were consistent with the expected behavior of the cations and anions studied and 
with the mineralogical composition of the aquifer materials. Lead was the more strongly binding 
cation, followed by Sr and Cs. W~th respect to the anions, S p  and crV1 showed fairly similar 
behavior, although a few differences on sptcific adsorbents were evident. Cation sorption was a 
combination of pH-dependent and pH-independmi behavior, presumably because of sorption at 
both pH&pendent and pH-independat sites, while anion sorption was entirely pH dependent, 
because anions are not expectad to b i d  on rnineraIs with high cation-exchange capacities, whereas 
they may bind on amphotcric, pH-depdent sites of oxides and other minerals. 

The degree of anion sorption was a function of both pH and adsorbent type. Sorption was more 
pronounced on the alluvium and the denseIy welded tuff samples, compared to the tuffaceous 
sediment sample. These results correlate well with the increased concentration of iron oxides in the 
alluvium and the densely welded tuff and the absen~e of iron oxides from the tuffaceow sediments. 
The limited sorption of anions, however, was obvious only at pH values generally below six. At the 
pH of the groundwater at CNTA (approximately eight), essentialIy no anion sorption is expected and 
therefore very little retardation. 

As pointed out above. Pb was the most strongly binding cation in all aquifer materids. 
Compared to Sr and Cs, this behavior has been confirmed by numerous studies and is not surprising. 



It is, however, interesting to note the type of sorption behavior as a function of mineral composition 
of the t h m  dsorbents. Swcdly, the degree of pHdependent sorption varied among the three 
samples, presd~y as a function of the relative abundance of permanent charge and mphoteric 
sites. The alluvium and densely welded tuff samples contained iron oxides, resulting in more 
pronounced pH-dependent sorption. The tuffacaous sediments contained essentially no iron oxides 
and the cation sorption was essentially pH independent. 'Ihe presence of smectjte clay minerah and 
possibIy hydrous duminosilicates could explain the relatively high cation exchange capacity of the 
tuffaceous scdmmts. 

Tsble 6.5. L a b o r a t o a y - M d  Distribution Cocfhcimts, Cdmlated M h t i o n  Coefficients ScaIsd 
Accwding to the SpiAc  Snrfacc Areas, sIsd Reludation Coeffscimts C a h W  uiag the 
SaIed &a, l[he raardation aKd in the hPlrport modeling M the lowest v b  for each ion, 
n g d c s s  of llquifcr type. A h  shorn, in p m t b w ,  art retardation values derived using a 
fractme-flow model for a stnsjtivity calculation regding tbe welded tuff. 

Alluvium M - s  Welded 7bR 

Stroatium Wcaled,  m3/g 1.33 x la3 65 x NA* 
Retardation Cotf. 2 x 101 7x102 9 x 1d ( 1  .5**) 
&-Lab, m31g 5 . 1 8 ~  l@ 1.51 x 103 5.4 X 10.4 

Cesium &Scaled, &g 5.2 x lws 8.4 x 10-5 HA* 
Retardationcod. 6x102 9x102 8 X ld (1.4") 
%-Lab, d i g  2w x 1r5 1.01 x 1 0 s  No Sorption 

Sorption reactions occur between ions in solution and active &action sites on the solid surface. 
Tbe distnition coefficients measured in laboratory experiments are highly dependent upon the 
number of surface sites available. A persistent diffidty in applying laboratory sorption data to 
problems of transport through aquifers is the potential inconsistenibetween the scales of 
measurement; i.e.. scaling the numkr of surface sites available in the laboratory experiment to the 
numbei of surface sites available as groundwater flows through an aquifer. Unfortunately, the 
number of active reaction sites at the field scale is unknown. 



In an attempt to address this scaling issue, the laboratory gd values were adjusted by 
considering the specific surface area of the adsorbent used in the experiment and that of the bulk 
aquifer material as collec!edfrom the cores. The& values used are from batch sorption experiments 
with the size fraction d e r  than I25 p. This material had a spscific surface area of 13.8 and 16.7 
m2/g for alluvium and tuffaceous sedhenf nspectively, as measured with the 
Brunauer-Ernntet-Teller (BET) gas dsorption techaique (Table 6.6). A second methodology was 
used to &hate the surface area for the bulk care material. The cores were gently disaggregated, 
then subjected to a particle size analysis. Assuming a geometry of spheres for the larger size fraEtim 
and plates for the clay size (less than 2 pn), a geometric-bad surface area was calculated. If the 
clay is a s s d  to be predominantly a t e ,  the BET and geometric-based surface are in g d  
agreement (Table 6.6), ody differing by as much as a factor of two. When the clay is assumed to 
bt kaolinite, the calcuIatad surface area is approximately one order of magnitude lower than that 
measured by BET on the smaU size fraction. 

Tabk 6.6. Specific Snrtaa Area (4) MekPurcments on Core Material, Performed in the Laboratory 
using Bmd Cornparad to Estimates B d o a  Grain Sizc Adyak. Thc ~-~ approech 
could not be esad on the hdtmkd welded tuff. The -la fmm UC-1-1-1 at S46-55 1 m, 
UC-1-1-1 at 985-987 m, and HTH-3 at 2% m were uscd in h batch sorption wperimnts. 

BorchoIe UC-1-1-1 UC-1-1-1 UCc-18 UC- 1-1- 1 UC- 1 -I- I HTH-3 
Aquifer material alluvium atluvium alluvium hffaccou toftkceons dauely 

sediments s d h m t s  welded tuff 
Depth, m 546-551 611 1,0741,077 985-987 1,065 2% 
BET kp, m21g 13.8 13.4 22.4 16.7 17.7 6.24 

Grain-size (kaohite) %p, 139 058 1.5 0.93 139  NA 
dig 
Grain-size (illitc) %p 105 4.45 11.3 7;1 10.9 NA 

. d/s 
Grain-size (kaolinite) 0.1 0.W3 . ,0.067 0.056 0.079 NA 
-&pz"r A, 

The laboratory & values were scaled using the following relationship: 

with Asp the specific surface area, and A+-m assumed to be approximated by the geometric 
estimate on the core using the kaolinite approach. For the alluvium, the scaling factor 
A s p i ~ d b B m ,  is 0.1, while it is 0.056 for the tuflaceous sediments. This effectively reduces the 
laboratory-based distribution coificient by one to two orb of magnitude, resulting in less 
sorption. 



Rate-of-uptake experiments were performed with ail three materials to evaluate the rate of 
metal ion sorption and indirectly the degroe of equiIibrium vs. noneqihbrium sorption. The faster 
the reaction process compared to the groundwater velocity, the more likely it is that the local 
quiIibrium assumpti011 wilI be valid froced~es very slow compared to the groundwater flow may, 
on the otber hand, suggest sorption under wnaquilibrium conditions. 

Experiments were performed with the larger size fraction particles (21 2-595 pm) to maximize 
the potential to observe my effects of diffusion-limited sorption. Experiments were performed with 

and M mtal concentrations. Most experiments were performed with W, bacause of the 
limitations of using low Sr concentrations with the alluvium sample explained below. AIl 
experiments were conducted with synthetic groundwater at constant temperatwe (25" C). 

Details of the experhmtaI results and discussion are presented in Appendix 5. In summary, 
the rate-of-uptake experiments with Pb suggest very fast kinetics, especially for the tuffaccous 
sediment and densely welded tuff samples. Equilibrium was achieved within appmximateIy two 
b m  in &ie alluvium sample, while it was essentially instantanwus in the -us sedimtnt and 
densely welded tuff samples. In the tuffacaous sediment sample in particular, the concentration of 
Pb in solution inc& after the initial u*. 

These results seem counterintuitive andinconsistent with diffusion-limitedsorption. Given the 
retatively high surface area of these samples aod the relative1 y minor dependence of sptcific surface 
area with particIe size, one must assume that h s e  particles have substantial porosity. The onIy 
reason why this porosity would not influence the rate of uptake from solution is that a proass other 

- than diffusion followed by adsorption is controlling the sorption of Pb. A plausibIe explanation is 
surface precipitation. It is conceivable that even under the lower Pb concentration used M), 
surface precipitation accurs. Under these wnditions, Pb wuld be sorbing at the external, readily 
accessible surface area of the particIes, resulting in instantaneous sorption. 

Column experiments were conducted with the tuffaceous sediments and the d m d y  welded 
tuff. Experiments with the alluvium sample proved to be difilcult bmause of the disintegration of 
the sample in the water. The accumulation of the clay-size particle fraction at the end of the column 
essentially prevents any flow through the wIumn. Very long times would be rcquircd under t h e  
conditions to observe any contaminant migration. 

Experiments with the tuffaceous sediments and densely welded tuff were conduct4 in 
lo-cm-long plastic columns wilA a diameter of 2.5 cm. The flowrate in the columns was kcpt 
constant using a constant head setup. The flowrate achieved this way is a function of the totd 
hydraulic head and the losses in the column, a strong function of the particle sue distribution and 
adsorbent type. The same particle size fraction was used for both columns, ie.. the size fraction 
between 212 and 595 prn Owing to the different mineralogical composition of the two materials, 
the resulting flowrates were different, even though the parti.de size distribution was presumably 



very similar. Under these conditions, the linear velmity in the columns was approxhately 8.6 mld 
in the densely welded tuffco1um and 8.6 x d d  in the tuffaceous sediment column. The latter 
velocity, dalthough it may appear slow for alabonttory experiment, is still orders of magnitude higher 
than the groundwater velocity at CNTA. 

Both columns were allowed to run for approximately 100 pore volumes (a more detailed 
explanation of the methodology and analysis of the column experhmnts is presented in Appndii 
5). No breakthrough was observed for any of the coIumns and for any of the cations under thest 
experimental conditions. These results areconsistent with the highretardation factors obtained from 
batch equilibrium sorption experiments. It should be emphasized that nonequiIibrium sorption may 
contribute to an apparently faster breakthrough compared to a breakthrough b a d  on the 
equilibrium partitioning of an ion between the two phascs. Under these expimental conditions, 
however, it appears that even if nonequilibrium sorption is occurring, the flowrate is slow enough 
compared to the time scale of tbe sorption process so that breakthrough is not observed. 

These results have significant implications for the migration of contaminants at the CNTA. As 
mentioned above, the velocities employed in the column e x p e h t s  were substantidy higher than 
anticipated groundwater velocities. Despite the potentid for nonequilibrium sorption, however, the 
apparent retardation factors were higher than 100, suggesting very strong retardation for these 
contaminants in the tuffaceous sediments and densely welded tuff. It sbould be remembered, 
however, that the particles used in these column cxperhents were relatively fine (smaller than 600 
pn) and that the site-specific &, and therefore retardation factor, is a function of the true specific 
surface areaexposedto the groundwater flow. As the particle size increases, the specific surface area 
decreases, leading to a decrease in the retardation factor. This is particularly important in the case 
of the densely welded tuff, as will be explained below. 

Use of a distribution coefficient to model contaminant partitioning at the mineral-water 
interface assumes that the isotherm is liiem and that sorption is controlled by equilh-ium, rather 
than by kinetics. Use of dism'bution coefficients without reference to the specific experimental 
conditions under which they were obtained can also nsult in signif~cant errors. Use of a linear 
isotherm imposes limits on the application of the 11;1 values to conditions similar to those in the 
experiments. In addition, many of the reactions leading to sorption behavior are strongly pH 
dependent, and thus require knowledge of pH canditions for application to transport calculations. 

pH values do not vary greatly in groundwater sampled from both the alluvial and volcanic 
@ers, generally Wing in the range of 8.2 to 8.4. Consistent mineralogic controls and the great 
depth below land surface to the saturated zone suggest no reason to expect si&lcant pH variations 
in  either time or space. Values of pH for water sampIes are higher in UC-1-P-2SR, up to 9.86, but 
this reflects samples collected in the cemented section of the borehole and is believed to reflect 
reactions b e e n  borehole fluid and cement. A pH log of the well shows a sharp decrease in pH 



below the cemented zone (Chapman et aL, 1994). A compilation of data from water sampIes 
colIected from nuclear cavities and near cavities indicates pH values near neutral to slightly basic, 
consistent with regional groundwater in the testing areas (Smith eta;., 1997). 

A few additional limitations with respact to the ions used in this study, specificalIy FIJ and Sr, 
should be mentioned. The aqueous chemistry of Pb is more compIex compared to the chemistry of 
the other cations used in this study (Cs and Sr). SpacificalIy, Pb readily forms several hydrolysis 
products in the pH range of interest for this study, even at relatively low conceotrations. Thc 
increased tendency of Pb to hydrolyze expIains the substantially lower solubility of this ion 
compared to Cs and Sr. At higher concentrations, therefore, Pb is certain to precipitate either as a 
carbonate or a hydroxide or a mix4  p h .  The onset of bulk precipitation as a function of total Pb 
concentration and pH can be easily estimated using a geochemical model. 

Unfoctunately, the maximum dissolved Pb concentration estimated using a thermodynamic 
equilibrium model may not be applicable when solid p k s  are present, because of the increased 
potential of surface precipitation (compared to bulk, homogeneous precipitation from aqueous 
solutions). The actual onset of surface precipitation may occur at concentrations either higher or 
lower than predicted from an equilibrium thermodynamic model and cannot be determined easily 
without additional elaborate spectroscopic experiments. In light of the above, the maximum Pb 
concentration used in these experiments was lw5 M to tominimize the tendency for pipi ta t ion.  It 
should be remembered that the distribution coefficients derived from this study art only overall 
partition coefficients between the two phases and that, based on this macroscopic i n f o d o n  alone, 
it is impossible to distinguish between possible sorption mechanisms. 

WhiIe Pb concentrations had to be maintained as low as possible because of the potential for 
surface and buIk pmipitation, the uncertainty of the results obtained with Sr increases with 
decreasing concen&ons. The reason for the increased uncertainty is the potential dissolution of 
small quaotities of naturally occurring Sr from the aquifer material. It should be remembered that 
Sr, an allraline eaah metal, is a relatively common element in the earth's cmst. Specifically, the 
average abundance of Sr in the earth's crust is 384 ppm, making Srthe 15th most abundant dement 
(more abundant than elements like sulfur andcarbon). FomnateIy, the alluvium sample was the only 
one with any measurable Sr concentration, resulting in total dissolved Sr approximately 1w6 M. 
Experiments with the alluvium sampIe below approximately 1w5 M Sr are not very meaningful 
because the concentration dissolved from the solid is on the same order of magnitude as thc 
concentration added to the sample. At higher Sr concentrations, the relative contribution of the 
n a W l y  occurring Sr decreases and the results can easily be used to estimate the retardation of Sr 
in the alluvium aquifer. 

Baed  o n r i m e n t a l  Besu- . .  . 

The linearity of a isotherm can be estimated by fitting the data to a nonlinear isotherm, 
typically the Freundlich isotherm, given by the following equation: 



where Kp is the Freundlich parameter equivalent to a distribution coefficient and the exponent l h  
is a measure of the nonlinearity of the isothenn Obviously, when lh equals 1, the Freudlich 
isotherm is reduced to the linear isothenn and KF is reduced to &. Although, strictly speaking, the 
linear isotherm would be inappropriate if i h  were different from I, given the substantial numerical 
advantage of using a linear vs. a nonlinear isotherm and the inherent unceminty in the 
experimentally determined distribution &cients, it is often justified to use a linear isotherm and 
to mount  for the uncertainties in the distribution coefficients and nodinearity by sensitivity 
analysis; Though values of the Freundlich paranmeter are less than one for Pb and Cs, and more than 
one for Sr, the aon-linearity of the isotherms is not too severe, so that the linear approach is used 
hen. 

As was pointed out earlier, modeling the retardation of contaminants of concun in this study 
was based on equiIibnum partitioning derived from equilibrium experiments. Several questions 
have been raised with respect to ihe appIicabiliQ of equilibrium partitioning data derived from 
expMiments with f1neIy ground, large-surface-area aquifer material to modeling the transport of 
contaminants of concern in the field. The effect of total available surface area for sorption should 
be obvious. It is nasonable to assume that at the field scale, the spacific surface area would be lower 
and herefore the amount of a contaminant sorbed per maps of sorbent would also be lower. Details 
on the methodology to account for differences in specific surface area are given in Section 6.3.1.3. 

In addition to the surface m a  scaling issue, modeling the retardation of radionuclides using 
equilibrium distribution coefidents may lead to significant errors if under local flow conditions 
equilibrium is not reached. Such sorption is referred to as nonequilibrium sorption and we assume 
that the Local equilibrium assumption does not hold. Obviously, as to which type of sorption, 
'equilibrium or n-equilibrium, would better describe a system depends on the time scale for a 
particular sorption process compared to groundwater velocity. 

The additional experiments performed doring this study, ie., experiments with different size 
fractions, batch rate-of-uptake experiments, and coiumn experiments, although not always 
conclusive, provide good evidence that the selected equilibrium distribution coefficients are not 
unreasonable madel parameters. To summarize the results presented above and in Appendix 5. 
experiments with different size fraction particles do not show any dramatic qditative Merences. 
These results can beeasily explained because the specific surface areas of the different size fractions 
do not vary significantly and are relatively high, suggesting that a significant portion of the surface 
area is internal. Although extrapolation to the field scale cannot be made from such a small particle 
size range, it would not be unreasonable to assume that a significant fraction of the total. field-scale 
surface area might be accessible. The batch ra-of-uptake experiments for both the M a c e w s  
sediments and the densely welded tuff shows very fast uptake, suggesting fast sorption on easily 
accessible surface sites. It is therefore reasonable to assume that these processes ane fast compared 
to the slow groundwater velocity. Finally, the column experiments, although quantitative estimates 
of the retardationcannot beobtained in the absence of a breakthrough curve, also suggest a very Iarge 



retardation factor, consistent with the values obtained from the batch equilibrium sorption 
experiments. 

Distribution coefticients were only daermined in IaboratMy testp for strontium, cesium, Iead, 
chromate, and selenite. Tbe radionuclide source coasjded here (Table 6.1) includes many more 
elements, with the total radionuclide source term even mart. Those elements that wm not subject 
to the experiments were assigned 1% values by d g  analogous sorptive behavior to those 
elements with data. This process required assumptions regarding the likely cbernical forms to be 
found, and obviously includes substantial uncertainty. The resulting sorption agsignmnts &c given 
in Table 6.7. 

Thc laboratmy analogue for the strongly sorbing d o n  IS lead. In w ~ t i y c  ~ C S  of 
laboraiory sorption data, Iead is  generally w&sorbing, often by m order of magnit&, com~#rred 
to some of the elemnts assigned bere (e.g., U, Pu, Np, Am) (Skdmue and Pottingtr, 1994). 
However, it should be n d  that Wum, and to a lessw degme neptunium, had lower sorption 
affinities under some conditions tested for Yucca Mountain (Triay ct al,, 1997). The more reduced 
conditions IikeIy in the confined aquifers at CNTA can be exptcd to promote stronger sorption 
affimity as compared to tkc oxidized unsatumted ume at Yucca Mountain. Data for chromate and 
selenite are used as the anion analogue for technicium. Strontium and cesium are the moderately 
sorbing cations. Both were used in tite experiments and have no other analogous members in the 
abbreviated source term considerad here. 

Tabb 6.7. Assigmmt of Sorption Bchavior to Radionp&& Source Elemmts. - 

No M ~ Y  s w g l ~  h m  
Element Sorption Smbmg Catioo SOIbing Cation Sorbing 
H (Hydrogm) x 
c (-1 X 
cl (chlorine) X 
Kr (Krypton) x 
Sr (Strontinm) X 
're n-) 
1 (I*) X 
Cs (Cesium) X 
Sm [Samarium) X 

-piurn) x 
U (Uranium) X 
NP (N-1 x 
Pu (Plutonium) X 
Am (Americium) X 
P 

To follow the in-growth of daughters along decay chains, it is necessary in the modeling 
process touse the same sorption behavior assigned to the parent for the daughter because radioacrive 



decay (and daughter ingrowth) are handed in post-processing (individual radionucIides are not 
tracked during transport, only six solute classes as discussed in Section 7.0). In several cases, this 
causes a retardation assignment that is contrary to the expected behavior (Table 6.8). For both 
(from the sKrparcnt) and g% (from the 90Sr grandparent), this assignment leads to less retardation 
than expacted for the daughter isotope, and thus a conservative owpnxhction of transport. Fm the 
barium daughters of the oesium isotopes, however, little retardation is expected while they ace of 
necessity modeled using the retardation value assigned for cesium. This assignment was used as the 
migration of cesium is considered to be of greater interest thnn that of barium. 

Table 6.8. Raardatioo C d l i c h t s  Aasipd to Radionuclide Dsughter Roductr that are Contrary to 
their Bxpsctcd Transport Behavior. Retardation val10~~ wae of nefessity constant from parent 
to daughter, resulting variously in over- and unda-etimation of sorption for these eight 
iwtows. 

. .... - - . - - . . . . - - -. . . 
ta Parent (in parmksia) 

a5Rb noa-sop.bing (B5Kr) wealdy sorbing 

"Zr mmkately sorb @) strongIy sohing 
lj4Ba moderately sohhg ( 1 3 a )  wn-sothing 

The dimensionless retardation factor (R) in cases of fast reversible adsorption with a linear 
isotherm can be r e p e n t e d  by the following equation (Freeze and Cherry, 1979): 

where & L3,3/FUI] is the distribution coefficient, qb is the bulk density m3], and 8 is porosity. For 
the alluvium, a bulk density of 2.04 g/cm3 is used, based on measurements on core material from 
UC-1-1-1 @hover, 1968a). Thebulk density for the tuffaceous sediments is e s h a k d  at2.01 glcm3, 
again based on the same source. The porosity used is that determined for the groundwater traqmrt 
m h l ,  also based on core measurements. a value of 0.18. 

Combining Equations (6.3) and (6.5) and using the bulk densities and porosities as discussed 
above results in a range of retardation values for each absorbate and adsorbent (Table 6.5). Given 
the interbeddednatureof the alluvium and tuffaceous sedimentsand the hundreds of different 
realizations of their relative geometries that underIie the flow model, separate retanhiion 
mechanisms are not modeled for them. Instead, the lowest retardation coefficient, whether from 
alluvium or tuffaceous sediments, was applied to the calculations. Thus, the retardation for cesium 
is 600, for strontium is 700, and for strongly sorbing cations (from lead) is 8,000. Though a 
retardation for &~ons of 5 to 7 is indicated from the selenite and chromate distribution coefficients. 
there is uncertainty around those vaIues (see Append'i 5) so that a conservative retardation of one 
(no retardation) is used. 



These same retardation values are also appIied to transport h g h  weIded tuffs forthe porons 
medium case. The laboratory distribution coefficients for lead and cesium were similar to those 
measured in the other material, though the strontium and chromate values were lower in the welded 
tuff. The indurated nature of the welded tuff unit made it unsuitable for the grain-size distribution 
approach of scaling the Kg values, and in all cases the scaled alluvium and tuffaceous sediment 
values that were used in the retardation calculation were at least an order of magnitude lower than 
the laboratory measured gd for tbe welded tuff. 

Despite the datively large porosity indicated for the wdded tuff from core data (0.161, the 
conoeptualiion of the aquifer considem the bulk of the fl OW to be through fmkrea. Transport 
under fracture flow conditions was atso analyzed for the welded M. To be consistent with this 
conctptualization, the sorplive properties of the unit were also rcformulatod. The retardation factor 
in fracture flow systems is bttter represented by: 

where K, b] is a surface-based sorption constant (X;, = GI$.) and b [L] is the mean fracbm 
apertun (Freeze end Cherry, 1979; Moreno et d , 1988; Frick et al., 1991). Equation (6.6) is only 
valid for fractudmaterials in which the porosity of the solidmass betwee0 fractures is insigniiicant 
(Freeze and Cherry. 1979), an asamption that may well be vioIated based on the porosity 
measumments for welded iuE core. 

The 4 was measured using BET for welded tuff during the lab experiments and found to be 
6.24 m2/g. No m e m m e n t s  exist for the fracture aperture, b. Welded tuffs are also of great interest 
to radionuclide transport studies at the NTS, where the units occur throughout the underground test 
areas. Scoping transport calculations for the NTS estimated fracture ape- for permeable tuEs 
to range from 2 x lo4 to 6 x 10-4 m (GeoTrans, 1995). The midpoint of that range, 4 x m, was 
arbitrarily picked a s  the fracture aperture ofthe CNTA welded tuffs for the fractunz-flow case. Using 
these values and the laboratory I& measurements yielded retardation coefficients for anions 
(chromate) of 1.0, for cesium of 1.4, for strontium of 1.5, and for strongly sorbing cations (lead) of 
12. These are the retadation valus used for the fracture-flow fonnuIation alone. 

63.4 Matrix Diffdon 

Matrix diffusion is aptentially important mass transfer process by which solutes are removed 
from high-velocity fracture flowpaths into the surrounding matrix. W~th the &cay of radimuclides. 
long residence times in the rock matrix actually reduce the mass of contaminant, as well as retard 
the effective velocity. The analytical approach taken bere to include rhe matrix diffusion pmess 
relies on a matrix dilkion parameter, introduced in Section 4.3 and repeated here: 

where D*, (m2/~r) is an effective diffusion coefficient in the rock matrix, b (m) is the fracture 
half-aperture, 19, (m3/m3) is the rock matrix porosity, and R,,, is the dimensionless retardation 



coefficient in the rock matrix. The approach tocalculating R for sorbingmdionuclides was described 
in the previous section. 

Matrix diffusion can be expected to be a signifcant transpart process through the welded M s  
at CNTA because the porosity of the matrix blocks is relatively high. Core measurements on 57 
samples of welded tufffrom CNTAboreholes have ameanpomity of 0.16 with astandard deviation 
of 0.06. 

Effective difhrsion coefficients have not been measured on W d s  from CNTA, but have 
been measured in a variety of studies reportad in the literature. W o n  coefficients for basically 
non-sorbing species in materials from Yucca Mountain and the Nevada Test Sitc range from I .O x 
1tT7 to 3.5 x 106 cm2Jsec (Triay et al., 1993; Walter, 1982). These experiments were with fresh 
surfaces of various volcanic lithologits and involved matrix porcwities between 0.06 and 0.4. Tht 
recent tracer experiments in the fractured lavas et the Bullion site on the NTS resulted in estimates 
of diffusion ~oeficients of 1.4 x iW7 to 1.9 x 1fY7 cm2/sec (lT Corp., 1998). The diffusion of hitiated 
water through saturated &vitrified bffs was found to be on the order of an2/=, while large 
anions that are excluded from tuff ports due to size and charge still recorded cllfbion coefficients 
on the order of lo-' cm2/sec (Triay et al., 1997). The International Atomic Energy Agency, in it9 
evaluation of radionucIide diffusion into volcanics at the South Pacific French underground testing 
sites, used a diffusion coefficient of 1 x cm2/s, referenced as being based on a wealth of 
non-site-specific laboratory measurements (WEA, 1998). Given these data to consider, a diffusion 
coefficient of 1 x lo-' crn2Js was used for the W A  calculatims. This value is at the conservative 
end of tbe range measured on Great Basin volcanics, as determined through both laboratory and field 
tests. 

The fracture half-aperture probably presents the I w t  uncertainty in the matrix diffusion 
calculation. Data are not only lacking on fracture a m  for materials at CNTA, they are lacking 
in general. Larger fracture apertures are more mserv&ve in the calculation (inhibit matrix 
diffusion), but are difficult to justify at depths of hundreds of meters due to overburden pressuse. 
Fracture apertures at YuccaMountain are &timated from 6 x 106to 6.7 x 10-~rn(Feters etal.. 1984). 
Snow (1968) evaluated igneous andmetamorphic rocks to 120 mdepth andconcluded that openings 
laxer than 4 x 10.5 m would be unusual. In the South Pacific work mentioned above, the IAEA used 
a fracture aperture of 1 x 10-3rn. A value of 5 x 1@ rn was selected as the best guess for a fracture 
half-apxture for CNTA. This implies fracture openings of 1 millimeter at depths in excess of 1,000 
m. 

Combing  the values h r i b e d  h v e  leads to a ~ t r i x  diffusion p-ter, K of 0.3. Though 
it was the intention to select conservative values for the underlying parameters, great uncertainty 
remains due to lack of data Given that matrix m i o n  is a critical process, this uncertainty is 
addressed by taking the additional conservative step of reducing the matrix diffusion parameter an 
order of magnitude, to a value of 0.03. 



Tbe transport calculations employed the random walk particle-tracking method and the 
three-dimensional Darcy flux fields dx) on the same grid discretization and domain size as the 
groundwater flow model. The values of the parmetem used in all base-case calculations, as welI 
as the preliminary analysis & m i d  below, are listed in Table 7. I. The radionuclide source was 
oentcred at the working point ofthe Faultless test, and was simulated as a cube having edge lengths 
of 200 m. The infilI time necessary for the cavity to resaturate was tnken to be 30 years (Section 
6.2.2). An initial source mass of 1.0 was specified owing to the clmfied status of the Faultless test 
data, and was divided evenly among 20,000 particles. The number of particles was choacn by 
comparing the simulation results using 20,000 particles to t h e e  using 10,000. This twofold increase 
in the number of particks was accom&mied by a relatively small reduction in the second moment 
(flu and cmcatrati& variance), ensuring that i n d n g  the number of particles by mother factor 
of two would not dgnifimtly change the results. Tbe dispcrsivity vphrea were cbosen to be very 
small for two reasws: 1) the smaller dlspedvity l e d  to more conservative estimates of mass flux 
and concentrations, and 2) the effect of Werent sensitivity parameters may be smeared out by the 
local dispersion if a lage  value is usad. u his resufts fmm the fact that the dispmive step may becomc 
much larger than the advective step due to the very low flow velocities, and as a m l t ,  local 
dispersion may & the dominant mechanism affecting transport However, different values for local 
dispenivity are anployed in the sensitivity analysis and tbeir impact is evaluated. Our initial 
analysis indicated that the length of the average r tdvdve step was much s d e r  than the grid size, 
ensuring that particles did not bypass a grid cell in a single time step (no overshoot problems). 
Molecular diffusion D* was assumed negligible and was not included. 

The 28 radionuclides (parena and daughters) chosen for investigation were groupad into six 
solute classes basedon their ratio of hydraulic release to gexhemical release (refer to Section 6.2.1), 
gcmhemical release coefficient (Section 6.2.3), and retardation factor (Sextion 6.3.3), and are listed 
in Table 7.2. The transport of the radionuclides in each solute class was simulated as a group, 
followed by application ofthe radioactive ddciy rate. appropriate to & individual radionuclide. 
The total simulation time and the time step are scaled for each class using the appropriate retardation 
factor in such a way that the same fraEtion of the cell is traversed by particles as for tbe cases with 
no wadation. 

The results of the transport simulations ace presented in terms of the first two moments of the 
normalized mass flux and peak concentration b ~ o u g h  curves calculated at the UC-1 
land-withdrawal boundaries ( F i p  7.1). 

... 



Table 7.1. Valws of Parametas used in the Base-Case Shulatioas of h p m t  

*due 
_. 

Location of Source, Nevada Central Coordinates (m) 

b t i n g  191.675 
Northing 431,075 
Elevation (m d o v e  msl) 885 

Si of S-, edge length of cube (m) 200 
Mass of Source, Mo 1 .O 
Infill T I  30 ytars 
Nmnber of Particlea m,ooO 
Longitudinnl Dbpdvity, TL (rn) 0.05 
Transverse Dbpmivity, Tr (m) 0.005 
MoIecular Mfnsim, D* 0 
Eifktive M i y  0.18 
Number of R d h t i o ~  110 

Wle 7.2. Val- of Paromdm Specific to Individual S o h  Cfssses*. - 

Paramtter CIaas1 Cfars2 C h 3  Class4 Class5 Class 6 

Total T i  t (years) 1.37 x 106 137 x 106 9.59 x 108 1.37 x id 8.22 x 108 1.10 x 101° 

step, At (Ym) 110 110 7.67 x 10'  110 658 x 104 8.77 x id 
Rel- Ratio. 1.OIO 3 5  H.4 .051.95 .W.2 .05/.95 
Hydraulic Release I 
Gtochemical Release 

Reta&don Factor 1 1 700 1 600 8.000 

Gcofhcdcal Release NA 1.17 x 106 1.17 x 104 1.17 x 104 1.17 x 1@ 1.17 x 1@ 
C d i c i e n t  (l/day) 

7.1 P m b h a q  Analysis 

Before discussing the hedetailed results of the transport simulations, two sets of simuIations are 
presented that aid in the choice of the base case and the number of realizations considered. In the 
fmt part, an analysis of the directions of transport from the ~mlt less  cavity as they relate to 
computing breakthrough curves at the land-withdrawal boundaries is presented. The second part of 
this section presents a comparison between a porous medium approach for the entire domain with 
uniform porosity of 0.18, and asimulated fracture approach of a system with a fractured welded tuff 
unit (Category 3) having porosity of 0.005 plus matrix diffusion. The objective of these two sets of 
preiiminary simulations is to identify the most critical scenario (most conservative) that should be 



Figure 7.1. . Map showing the Iocations of  the bmktbmugh pIanes coincident with the n& and 
swthem land-withmawal bolmdaries. 

considered as a& case and in the s e d v i c y  analysis. Also, the choice of the flow reahations that 
represent the base case is determined by analyzing the transport results of theentire set of realizations 
including those showing no lateral breakthrough, but vertical movement across the domain's lower 
boundary. 



7.1.1 'hnsport Directions and Number OdRealizatiws 

All the results presented in subsequent sections are based on 110 realizations of the flow field. 
Initially, 225 realizations of the conductivity field and thus the velocity field were generated 
Preliminary transport simulations indicated that a large number of realizations did not show any 
-ugh at the control plane. AU the particles in these realizations moved vertically downward 
untiI they crowd the hnom of the modeIed domain.  SO^ other realizations showed weak 
breakthrough at the northern land-withdrawal boundary with most of the particles moving towards 
the domain bottom. These r e W o n s  were removed from subsequent analysis and the rtmaining 
110 realizations, which were used in al l  transport simulations, were those cases that result in c l m  
to 100 percent mass breakthough across the northern land-withdrawal boundary within tbe chostn 
simulation time (e.g., 1.37 x lo6 years for Class 1). This choice is considered conservative in the 
sense that it maximizes the mass flux and peak concentrations when only northern movement is 
considered. None of the initial 225 realizations showed any b w g h  at the southern 
land-withdrawal boundary. 

To justify this choice and shed some light on the results of tbe total 225 realizations, a 
comparison is made of the r e d &  of simulations using the full set of realizations with those using 
only the 110 realizations with 100 percent northern breakthmugh. AU these simulations were 
performed for Case 1 with la0 percent hydraulic release and no retardation. For I4c, Figure 7.2 
shows the decayed mean and the mean plus we standard deviation of the total mass flux and peak 
concentration crossing the northern control plane using both the total 225 realizations and the 
selected 110 realizations. It is ckar that using 110 realizations with full breakthrough to the north 
is more conservative than averaging over the full set of realizations including those with no or 
minimum breakthrough to the north. Analyzing the 1 10 realizations proves more conservative than 
using the full set of realizations. 

There still exists the concern that the particles eszapiag the bottom of the simulation domain 
may reach a fast flowing region, which may carry these particles to the northern control plane. To 
alleviate this concern. Figure 7.3 plotsthe mean of the mass flux and the peak mcenfxation of 14c 
crossing the ht tom boundary and compares it to the northern values using 225 and 110realizations. 
The values of the mass flux and concentration across the domain's bottom are very small compared 
to those obtained at the northern control plane using the 110 realizations. For the mass flux, one may 
argue that when these particles crossing the bottom reach a fast flow region and then breakthrough 
to the north, they will add to the total mass flux crossing the northern land-withdrawal boundary. 
However, these particles still need some time to migrate to the north and therefore decay will reduce 
the totid mass that eventually crosses the control plane. Even considering the unrealiic scenario 
that the mass flux across the bottom will just be mapped to the northern boundary, the peak vdne 
of this flux is h u t  10 percent of the peakvalue obtained using the 1 lOrealizatjons, which lies within 
the uncertainty of the estimate. The peak concentration along the northern boundary would not be 
affected by the particles crossing the bottom and then migrating nortb. This is because these particles 
will eventually cross the control plane at alocation below the boundaries considered in the modeling. 



Figure 72. Plots showing decayad 14C breaWmugh at the northemland-withdrawal boundary using 110 
reaIizations tbat showed 100 percent northern breakthou& as compared to using all 225 
redhi01ls of the flow field. All subsequent simulations of transport use the selected 100 
realizations, thereby maximizing mass flux and concentration across the breakthrough plane. 
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Figure 7.3. Plots showingdscayed 14Cbmkthugb at& northem Iand-withdrawal boundary (using the 
gekcted 100 and the full 225 realizations of the flow fkId) as compared to the inddmugh 
at tke bottom of the mode1 domain (using the full 225 realization of the flow fiekl). 



These particles will not contribute to the concentration values at the cells above the bottom of the 
domain, and therefore the estimate of peak concentration will not be affectad 

These results indicate that focusing on the realizations that show 100 percent northern 
bmkthrough is the most conservative choice. Neglecting those realizations with mostly vertical 
downward movement is not underestimating the predicted fluxes or concentration at the 
land-withdrawal boundary. In case these particles keep moving vdcal ly  downward, they will 
eventually decay while still within the land-withdrawal area If these particles reach a fast moving 
flow region underneath the model domain, the magnitude of flux ormnmntrafion that may bz added 
to the land-withdrawal boundary is very small, if any, and lies within the uncertainty of theestimate. 
Since none of the initial 225 realizations showed any breakthrough at the southern land-withdrawal 
boundary, the breakthrough curves at the northern land-withdrawal boundary are presented for ail 
cases except for those involving prompt injection, as wit1 be seen later. 

7.1.2 Porous Medlum Versos Fractured System 

Measurements of total porosity on core samples from the site are likely to bt representative of 
effective flow pmsity in the unconsolidated and claptic sections of the alluvium, t u f f ~ ~ e w s  
sediments, and nonwelded tuffs. However, these measurements may overestimate the effective flow 
porosity of the fra~tured densely welded tuffs, rtported as a mean value of 0.16. For example, there 
is a single pmsity value reported for a welded tuff in UCe-17 (outside the model domain) that was 
below the detection limit of 0.001 (Hoover, 1968a). This suggests that a lower porosity value than 
that used in the porous medium approach should be considered to represent the effective porosity 
in afracture flow system through the densely welded tuffs. Therefore, a survey was conducted of 
published total and effective porosity values measured in densely welded W s  at the NTS and the 
Yucca Mountain project. The Envirunmental Restoration Database of hydrologic parameters 
(Rehfeldt ctaL, 1996) reports a range from 0.027 to 0.45 for porosity values for welde'd tuffs at thc 
NTS, while Schenker et d (1995) repod a range from 0.004 to 0.48 for weIded tuffs at Yimx 
Mountain. Blankerrnagel and Weir (1973) used a minimum effective fracture porosity of 0.005 for 
estimates of groundwater velocity beneath Pahute Mesa, NTS. For the fmctum flow 
conctptuaIization, a value of 0.005 was selected for use as the effective flow porosity for aIl cek 
in Category 3; cells in Categories 1 and 2 remained at the 0.18 value used in the porous mediumcase. 
This value is two orders of magnitude lower than the mean of the CNTA porosity data for densely 
welded tu f fs  (0.16 average of 57 values), but is of the same order as the one outlier ( r e p o d  as 
4.001) given by Hoover (1%8a). 

The conceptualization of flow d c t e d  to fractures for the welded tuff unit has implications 
not only for effective porosi5, but also for retardation behavior. As &'scribed in Section 6.3, for the 
frachlre flow case, the retardation factor was calculated using a surface-based sorption constant and 
an assumed mean fmctnre aperture, resuIting in retardation coefficients of 1.03 for anions,I.4 for 
cesium, 1.5 for strontium, and I2 for strongly sorbing cations, that are up to two orders of magnitude 
lower than those used in the prous medium case. It should be emphasized that under these 
concepmalized flow conditions (fracture flow), kinetic retardation processes, such as matrix 



diffusion, are likeIy to play a significant role. As will be seen shortly, the effect of matrix diffusion 
serves to mderate (or dominate) the impact of the Iower retardation and porosity values (higher 
velocities, short arrival times, and less decay), by allowing the removal of contaminants from the 
flow field (fractures) into the rock matrix while allowing decay. 

For all six radionuclide groups shown in Table 7.2, two settings were considered. First a 
uniform-porosity porous medium was considered with 0.18 effective porosity applied to all 
categories in the sirnulataddomain. Processes includedinthe transport simulationsfor this case were 
advection, local disprrsion, retardation, glass dissolution, and radioactive decay. Secondly, model 
cells that belong to Category 3 (welded tuff) were assumed to behave like a fractured system and 
as such were assigned a lracture porosiCy of 0.005, whereas cells of the other two categories were 
assigned the 0.18 porosity value. In addition, retardation coefficients were also changed for cells in 
Catego~y 3 as discussed above. The transport simulations for this case included the same processes 
as in the first setting with tbe additional process of matrix difision that wits handled in a 
post-processing mode. The results of all six scenarios in both cases are presented in Appendix 6. 
Following is a discussion of some specific examples and comparisons between the two cases. 

Figure 7.4 presents the total mass flux and the peak concentration breakthrough curves (mean 
and mean plus one standard deviation) for 3H using a fracture flow system and two matrix diffusion 
parmeters, 0.03 and 0.06. It should be noted here that Figure 7.4 has two different scales shown 
by the numbers at the left (for IC= 0.06) and #he right (for K =0.03). It is dear that changing the matrix 
diffusion parameter by a factor of 2 leads to dramatic changes in the resdting concentrations and 
mass fluxes. By decreasing the matrix diffusion effect, the peak mass flux increased by about three 
orders of magnitude, and the peak concentration increased Iess than two orders of magnitude. The 
effect of matrix diffusion is usually manifest in adelayed mass arrival and a very long tail. This effect 
is not very clear for 3H since it has a very short half-Iife. The short half-life and the slower velocity 
in the case witb porous medium porosity of 0.18 result in no breakthrough for 3~ in that scenario. 
The short half-life of 3~ is magnifying the difference between the case of porous medium flow and 
fracture flow with matrix diffusion. It also shows a great sensitivity to the matrix diffusion 
cdficjent, K, in the fracture flow scenario. These fmdings and explanations are supported by the 
results of Figure 7.5 for I%. The figure displays the comparison between the porous medium case 
and the frachre flow scenario with two different matrix diffusion parameters, K = 0.03, and 0.06. 
Three different scales for the vertical axis exist as shown by the numbers on the figure. The 
difference between the porous medium case and the fracture flow case is less dramatic than for 3H. 
Carbon-I4 mass flux and concentrations are two orders of magnitude higher for the porous medium 
case relative to fracture flow with K = 0.03. The sensitivity of the flux and concentrations to the 
panmeter K is also less dramatic than for 3H. There is only a factor of 4-6 reduction in mass flux 
and concentration of when x is doubled. The long tail of the breakthrough curve is also more 
evident in this case. 

The previous results show that the porous medium scenario may be more or less conservative 
than the fracture flow scenario depending on the half-life of the radionucli& considered. Transport 
of 3 ~ ,  with ashort hdf-life, is more conservatively addressed within a fracture flow system, whereas 



Figore 7.4. Plots coqaring decayed 3H breakhvugh for two valuea of the matrix diffusion parameter, 
K, in the fracture flow formufation. Note the di&rmt scales used on the vertical axes of these 
plots. 
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Figure 75. Plots showing the decayad 14C breakthrough for two value3 of thematrix ditlkion -1, 
K, in the fracture flow fordation as compared to breakthrough in the porous medium 
formulation. Note the Werent d e s  used on the vertical axes of these plots. 
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the porous medium approach is more appropriate for long lived nuclides such as 14c, 3 6 ~ ~ ,  and 
99Wc. Table 7.3 shows the comparison between tbe porous d u r n  scenacio, the fracture flow 
scenario, and a k t u r e  flow scenario witbout matrix dilkion (K = 0.0). The latter scenario is only 
added for comparison purposes and to highlight the importance of the matrix diffusion process, 
which acts as a natural remediator for radionuclides. It is importmt to emphasize that this latter 
scenario is physically unrealistic especially with the very large matrix porosity of 0.16 inferred from 
the core data. Ibe comparison in Table 7.3 is presented for one selected element from each of the 
six groups shown in Table 7.2 and discussed earlier in Section 6.1. It can be s e n  that only cape 1, 
3~ concentrations, are higher for the fracbxe flow with matrix diffusion than for the porous medium 
case. The rest of the radionuclides in Table 7.3 show bigher concentrations and mass fluxes when 
studied with the porous medium assumption. When the retardation in the mahix rock is high (e.g., 
cases 3, 5, and 6), the matrix diffusion parameter, K, becomes large. This enhances the effect of 
matrix diffusion, which eliminates the total mass by retaining it in the rock matrix for very long times 
allowing for the decay. For this reason, 90~r, 13'Cs, and a8U do not show any breakthrough at the 
northern control plane. Neglecting matrix diffusion in a fracture flow scenario leads to the highest 
concentrations and mass fluxes in all cases presented in Table 7.3 and in Appendix 6. Again, this 
scenario is unrealistic and is considered here only for comparison purposes. 

Based on the above analysis, it was found that the majority of the radionuclides consided in 
the source term were significantly affectad by matrix diffusion to the extent that the effect of the 
accelerated flow in the fractures was counterbalanced by the diffusion, retardation and decay into 
the rock matrix. As a resulf the find concentrations and mass fluxes at the land-withdrawal 
boundary were smaller than those rtsulting from the uniform-porosity, porous medium approach. 
Only two radionuclides with very short half-life have thc fnlctun flow approach more critical than 
the porous medium. Therefore, the porous medium scenario is considered to be the base case, as it 
represents a more corwmative approach for most of the radionuciides. The rest of the transport 
simulations and sensitivity analysis will utilize this formulation. The results in Appendix 6 show the 
fracture flow scenario for all the six groups with only 3~ (half-life = 4.49 x id days) and 
(half-We = 3.91 x 1@ days) being critical for G-iis case. It should be recalled that the fracture flow 
analysis uses a matrix diffusion parameter (K = 0.03) that is 10 times smaller than the best estimate 
of 0.3, and thus is in itself a conservative depiction of fracture flow. 

The following uses the selected base case of a porous medium with uniform effective flow 
porosity of 0.18. The analysis is performed using I10 realizations as discllssed above and all 
scenarios are evaluated using the input data of Tables 7.1 and 7.2. The sensitivity analyses are 
performed on the same base case and the results of all cases considered in the transport simulations 
are summarized in Appendix 6. 

7.2 Undecayed Brrakthrongh Curves 

The effects of the hydraulic/geochemical release ratio, the retardation, and the geochemical 
release factor of the six solute classes are most effectively examined without the effects of 
radioactive decay. This is because the widely differing decay rates of the individual radionuclides 



lkbulation of Mass Flux and Concentration Results for the Porous Medium Formulrtioo and the Fracm Flow (FF) Formulation with 
and without Matrix D m i w .  One radionuclide from each of the six solute classes is prcscntsd Tbc results inch& peaL mass flux (&), 
standard deviation of peak mass flux, (a,-, n o r d z e d  peak mean concenmtion ( C d ,  standard deviation of normalized peak mean 
concentration (oC),.., and time of occurrence. 



conceal the general release and retardation behavior. Analysis of the basacase flow m l k c a t i o ~ ~ ~  
revealed that there was no breaktbrougb at the musouthern control plane during the simulation time of 
I .  I x 101° years. This is the result of the strong northward-diracted flow simulated in the densely 
welded tuffs at the base of the model combined with the vertical downward flow around the test. 

Figure 7.6 shows the undsayed breakthough curves fm the six solute classes. Note that the 
time scale begins at 1,000 years and extends to 1.0 x 101° years. Even without decay, essentially mr 
mass was simulated to psss the northem breaktbmgh plane earlier than 1,000 years after the test. 
It is clear that the shapes of the six curves are a h x t  identical with oaly shifted l w a i i o ~  and pak 
height. As Table 7.2 iodicates, tbe six classw differ in two aspects: h e  sorption characteristics 
reflecbxl in the different r c W w  fscton, and the hydrmlidgecchmica1 releare d o .  The latter 
has a minor effect on the rising limb of the bierWrough curve an csn be seen if Cla~ses I and 2 are 
c w  This is due to tbe fact that the travel time to the control pane 1s much longer than the time 
scale within which all glass dissolution occurs and therefore dl @cks arc released to the domain. 
Tbe effect of the retatdation factor is evident in the delayed arrival of mass to the controi plane as 
retardation increases. Careful examhation of Figure 7.6 indicates that the area under each of the six 
curves is wady the samc, w k h  should be eqnivaltd to the initial mas, Mo. If Class 1 is compared 
to to Class 5, for example, it rn lx seen that the peak flux dropped from 2.6 x I@ in Class 1 to 4.0 
x 10-11 in Class 5 with a factor of about 650. On the o&er band, Class 5 is spanning a time frame 
of about 8.5 x lo8 years, which is about 650 times largerthan that spannedby the br&through curve 

Figure 7.6. Plot of the mdecayed breakthrough curves for the six solute classes. 



Figure 7.7. Plot of the d y e d  aod normalized h a k t h u g h  c u m  for the base-case tmwport of I%, 
a member of S o b  Ctass 1. 

of Class 1 (about 1.5 x lo6 years). Therefore, integrating the two bmkthmugb curves with time 
yields exactIy the same total mass. 

73 Breakthrough wfth R p d i d e  Decay 

The normalized values of peak mass flux and concentration at the control plane, and their 
standard deviations, are listed for all donuclides in Appendix 6. These values include radioactive 
decay and are based on unit mass at the sosource. Class 1 radionuclides have no retardation and 100 
percent hydrauIic release, which means that all particles are released to the flow field and allowed 
to move at the same time. The long travel times to the control plane result in essentidy complete 
radioactive decay for nuclides with short half-lives. This inEludes 3~ in Class 1, in Class 3, and 
13'Cs in Class 5. Classes 3 and 5 include a portion of slow release due to glass dissolution aod 
retardation by sorption. 

Carbon-14, with a h&-life about three orders of magnitude l o & r  than tritium, shows 
significant mass flux (Appendix 6) and peak concentration at the conb-01 plane (F~gure 7.7). The 
peak of the mass flux is about 4.0 x Mo (mass/day) and occurs at about 10,400 years after 
detonation. The peak concentration is found to be about one percent of the initial concenfration, as 
shown in figure 7.8, and occurs at the same time as the peakmass flux. The uncertainty of the results 
is large due to the heterogeneous flow field and the Iimited number of realizations characterizing 
this heterogeneity. That is to say that as the variability in the hydraulic conductivity increases, more 
r e a h t i o m  are needed to properly sample the foll distribution of the conductivity values. In 
addition, using ahitednumber of particles may lead to sampling errors (very largenumbers or very 
low numbers of particles in the grid cells) that add to the uncertainty of the estimates. Inmasing the 
nuder of realizations and the number of particles would dramatically reduce flux and 
concentration variances, a task that is computationally very demanding. The ensemble averages, 
however, are much less sensitive to the number of realizations and number of particles. 
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Figure7.8. Plot of the h y e d  and n c m d h d  bmkthmgh m e  of for the scasitivity east of 

increased vwtid wmfatim length of loglo K. 

7.4 Sensitivity Andy& 

AU flow and transport d I s  incorporate a degree of unmtahty in hydrogeologic 
psrameters, boundary conditions, flow wnceptualization, and model construction. Uncmtainty in 
hydraulic conductivity was addnssed in the CNTAm&l by using a stochastic appmach to simulate 
the K fields bapd on muItipIe measuremnts of hydraulic conductivity. This quantitative approach 
incorporated both the spatial variability of Kand the uncertainty in the K m e n s u ~ t s .  However, 
other elements of the flow and t r m q d  model incorporate u d t y  that could not be quantified 
in the same way, and sensitivity analyses were conducted for a selemd number of these. The 
boundary wnditions are an espact of the mode1 w h w  uncertainty was not tested, owing to limited 
site-specific data pertinent to the analysis. Tbe seIection and uncertainty in boundary conditions are 
discussed in &tail in Section 5.4. 

The ASTM Standard Guide for Conducting a Sensitivity Analysis D 5611-94 was used as a 
general guide for the sensitivity analysis. Model d t i r i t y  was addressed by adjusting selected 
inpat parameters andlor mock1 conf~gurations and evaluating the resultant impacts on kaqmrt  
beharior. As with the base-case simulations, the same 110 flow &ations that showed 100 parent 
Imaktbugh at the control plane were used for the sensitivity 8imulations. The sensitivity cases 
included analysis of the vertical conelstion of K, mean log Kin the alluvium, prompt injection of 
radionuclides upon detonation, and local dispemivity. 

7.4.1 Vertical Cordation Length of Hydmdic Conductivity 

The spatial analysis of the K data indicated that the value of the vertical correlation length 
ranged from 50 to 150 m for all thnx categories.  he value of 50mwas used in the base-case ~ r n a p s  
because it improved the calibration of the flow model. The flow model results indicated that flow 
is primariIy vertical near the Faultless cavity and therefore a sensitivity case was deve1op.d to 
evaluate the impacts on transport of increased hydrauIic continuity in the vertical direction. For this 
case, the vertical correlation length of all three categories was increased to 150 m, the maximum 
value esfimated during the spatial analysis of K. 



The results show that transport toward the north slightly decreased, and breakthrough 
concentrations remained far below detectable levels. The results for I4C illustrate how transport 
toward the northern control plane decreased slightly for long-lived radionuclides (compare Figure 
7.7 and Figure 7.8). The normalized peak concentration of 14C shows a small decline from 1.36 x 

in the base case to 7.05 x 1w3 in the sensitivity case, while the time of the peak was reduced 
from 10,330 years to 5181 years. The mass parping the braktho~gh plane also decreased in the 
sensitivity case (Appendix 6). The reducedconcentration and the lower peak mass flux are the result 
of increased plume spreading in the vertical direction in response to tbe higher &. This leads to 
increased numbers of particles reaching the bottom of the modeIed domain faster than in the base 
case; vertical movement is increased in the sensitivity case, whereas horizontal transport is not 
significantly impacted. The end result is a smaller number of particles reaching the control pIaae 
as compared to the base case. 

7A.2 Hydraulic Conductivfty of AliuVium 

The mean toglo K value of -2.62 used for the alluvium in the base case was calculated from 
the packer-tat data, all of which wtrc collected in wells witbin the model domain. A pumping test 
conducted in IiTH-1 and HTH-2 in the alluvium d t e d  in estimates of loglo K of -0.25 and -0.02, 
dtpending on the aquifer thickness used To test the sensitivity of the model to higher K in the 
alluvium, the mean loglo Kof cells in Category I was increased to -0.6 (a higher value was not used 
b s e  the packer data clearly indicate a trend of declining Kwith increasing depth in the alluvium). 
The variance in Category 1 was not modified, nor were the K statistics of the o h  two categories. 
The higher K of this sensitivity case is considered unlikely to represent the field conditions, given 
the bulk of hydraulic conductivity data available. 

It should be noted that despite the  southward^ hydrauIic gradient in the alluvium, the 
base case indicated that no breakthrough occurred at the southem land-withdrawal boundary. This 
was related in part to the relatively low Kof the alluvial sediments. More importantly, however, was 
the downward-diramd hydraulic gradient that preventad groundwater movement up to the alluvium 
from the cavity. The simulation of a higher mean K in the alluvium did not aIter the modeled 
direction of flow between the duviurn and underlying volcanics. Comparing the vertical head 
pmfdes (Figure 7.9) reveals an increase in upward vertical gradient within the alluvium itself for 
thc case with higher hydraulic conductivity, but virtually no change between simulated heads in the 
lower alluvium and in the volcanics. As the source of the radionuclides is in the volcanic section, 
the transpofi ~alculations are insensitive to the mean K value assigned to the alluvium. 

7.43 Prompt Iqfection 

Prompt injection of particles upward into a hypotheticd chimney was simulated in this 
sensitivity casc. The chimney was assumed to have the same diamder as the cavity (200 m) and to 
extend 400 rn above the cavity (total height of 600 m). This configuration caused the chimney to 
extend approximately 250 m above the voIcanic section and into the alluvium. Particles were 
positioned in the chimney following an exponential distribution so that most of the mass was 
concentrated in the cavity (Figure 7.10). This is consistent with monitoring data in post shot well 
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figure 7.9 Comparison of shdated v d c a l  head pm6h at UGl for the base case and the sensitivity 
casc having imrrased mean Kin the alluvium. 

UC-I-P-2SR, that records ragidly &masing tritium concengations in the well with decreasing 
depth below land surface (Mhevc e t d ,  1996; Mihevc and Lyles, 1998). 

. . . . . . . . . . . . . .  

Considering prompt injection into the basecase flow field does mult  in breaktbmugh at the 
southem boundary where there was none in the base case (Figme 7.11). but at insignificant 
concentrations of the order of pCin (scaled valueusing the unclassified initial mass estimate). 
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The prompt injection scenario can be combined with the sensitivity case evaluating hydraulic 
conductivity in the alluvium. As noted in the previous section, bansport is not sensitive to the 
hydraulic conductivity assigned to the alluvium because the radionuclide source is located in the 
uDderIying volcanics and the hydraulic gradient serves to move contaminants downward. If a 
portion of the radionuclides is injected into the alluvium by prompt injection, the significance of the 
hydraulic conductivity in the alluvium becomes greater. Simply combining the two sensitivity cases 
previously analyzed (a mean loglo K of -0.6 for the alluvium and an exponential distribution of 
tritium upward through the chimney) results in a peak 3H concentration of 2.4 x id pCi/L, based 
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Figure 7.10. Plot showing a cmss section of the cavity and chinmey and the distrhtim of mass resulting 
from prompt injection. This distribution of initial mars was used for the sensitivity case of 
prompt injectim and increased p loglo Kin tbe alluvium. 

on the estimatad source cmcentmtion, murring at the southern breakthrough plane at 57.4 years 
(Figure 7.11). The influence of incnas&g tfic meanloglo in the alluvium when source nuclides are 
present is dramatic because of the increased velocity towardthe 8outherncontrolplane andthe d y  
arrival time, whichminimizes the effect of decay, as compared tothebase case. However, the impact 
is likely to be over-represented here k a u s e  the packer data suggest a decrease in hydraulic 
conductivity withincreasing depth that is not reprodud in this sensitivity case, and thesource, even 
for prompt injection, is located at the base of the alluvium. It should also b remembered that prompt 
injection is of possible importance only for volatile nuclides or radionuclides with volatile 
precursors. 

7.4A Local Dibperskity 

Lacal-scale dispersion accounts for the sub-grid velocity variability and the mixing pmcess 
resulting fromtherandommotion of in the liquid phase. Thelongitudinal dispersivity value 
of 0.05 mused in the base case was chosen based on the very low flow velocities encountered amund 
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Figure 7.11. (a)Plotoffbe dscayedbmkthu&curveof 3 H ( s c d e d u s i o g ~ - ~ 0 1 1 )  
for the m e  of prompt injection into the basatre flow field. (b)Plot for tht sensitivity cast 
ofpmmpt in+tian and incnaged p loglo K of the alluvium. 

theso~r~~andalsoont6echoiCeof the timestep. Aimentionadesalier,the choice of the dis@vity 
values was conservative and was directedtowardatimhhkhg the effect of local dispenion so as not 
to smear out the effect of the misitivity paramten that may change the flow pattern. To achieve 
titat, an attempt was made to keep (on an average sense) the dvective step dictated by the velocity 
heterogeneity larger than the random step accounting for local-scab dispersion. Also, partof the 
sub-grid velocity variability is accounted far by the fact that particle velocity is obtainad by 
interpolation of the eight surmunding velocities, and the concept of cell-constant velocity was not 
employed. Therefore, the choice of aL= 0.05 m was thought to bereasonable and consistent with . . 
other transport parameters. In addition, with the very long travel times that maxmmd the effect of 
radimtive decay. focus was placed on those parameters and scenarios that accelerate t r q r t  not 
those deIaying or inhibiting transport to the control plane. 

To assess the impactof the locat-scale dispersion. Figure 7.12 compares the mass flux and peak 
concentration of obtained using three dispersivity values; a = 0.05 m (base case), a~ =0.5 rn 
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Figure 7.12. Sensitivity of the 14C peak cwantration to the dippasivity value. 

and UL =1.0 m. The transverse dkpmivity,ar, is taken as 1/10 UL in all  three cases. It can be seen 
fromFigure 7.12 that the total mass flux crossing the control plane is not affected by the dispmivity 
value, whereas the peak concentration decreases as ar. increases. The effect of iccal dispersion is 
to smooth out the particle distribution that results from tbe highly heterogeneous velocity f d  As 
canbe seen from figure 5.13, the horizontal veltxity component in the lower portion of the domain 
is much higher than the vertical component. Thus. the increased local dispersion has a minor effect, ' -7 
if any, on the longitudinal movement of the particles and a significant effect on the transversal ::j 
dispersion in the vertical and lateral directions. Therefore, total mass flux is not influenced by the 
increased dispersivity, whereas the peak concentration is reduced due to the wider distribution of 
the plume crossing the control plane. 

8.1 Base-Case lhnsport Remits 

Two fundamentally different conceptuatizations of transport were evaluated: treating all three 
modeled aquifers as a porous medium with a mean porosity of 0.18, consistent with the core data; 



andtreatingthe weldedtuff aquifer as afrachrre flow unit with aflowporosity of 0.005 plus diffusion 
into a higher porosity matrix. The differences between these two approaches are easiest to predict 
for a non-decaying solute. Without the process of radioactive decay, fracture flow with matrix 
diffusion will experience an earlierpeak mass flux, but at a lower mass flux d u e ,  followed by a 
long tail, than a higher porosity simulation. Conversely, the higher porosity approach with no matrix 
diffusion will have a delay before initial -pgh, but when the bre&brougb occurs 
it will hsppea over a shorter tinae span and result in higher peak w flux values than occurs with 
matrix diffusion. The effect of radioactive decay depends on the length of the half-life relative to 
breakthrough. Long-lived radionuclides approximate tbe behavior of a non-decaying solute. 
Short-lived radionuclides, however, arc much more the-dependent and thus sensitive to velocity. 

With thc significant retardation and mass distribution over very long times caused by matrix 
diffusion during fracture flow, the porous medium approach was found to be conservative (resulting 
in more mass breakthrough) for the vast majority of radionudldes. For two very short-lived nuclides 
with no sorption properties, 3H and %r, the frecture flow formulation was more conservative, as 
the small portion of mass that is only slightly retarkdby W s i o n  is the only breakthrough recorded 
before complete decay in either scenario (fmture flow or porous &urn). 

Considering the porous medium with uniform p m i t y  of 0.18, essentially no breakthrough 
is calculated to occur across tbe UC-I land-withdrawal boundary during the 1,000-year period of 
interest. Quantifying the breakthrough that is projected in the millennia after that is hampered by 
the classified nature of the initial source masses. Unclassified estimates, based on gross relationships 
with test yield, were made fortrihn, 90~r ,  and I3'Cs; however, with theirrelatively short half-lives, 
none of these radionuclides "survived" to the breakthrough plane. Normalized fluxes of the 
remaining radionuclides in the source term appear to generally also be very low (Appendix 6), with 
many of the shorter-lived species also not surviving the base-case tmmprt to the control plane. The 
significance. or lack thereof, of the long-lived radionuclides and daughter products that do break 
through can only be determined by scaling the results using the true classified masses. The peak 
rneanbmkthnughs of the survivingradionuclides occur between2000 years for short-livedspacies 
witb no retardation, out to 75 million years for long-Iived radionuclides with signifcant retardation. 

Applying a low porosity of 0.005 to simulate frachm flow in the welded tu£F allows earlier 
breakthrough of a small portion of contaminant mass that is only slightly retarded'by matrix 
difision. This formulation providedthe largest mass b r e m g h  for 3~ and 85Kr, as both of these 
short-lived nuclides completely decayed in the slower velocity field simulated by the 0.18 porosity. 
Using the unclassified estimate of initial tritium mass to scale the tritium breakthrough gives an 
estimated peak mean concentration of almost 1 pCi/L, and mean plus one standard deviation of 10 
pCi/L, occurring at 153 years after the Faultless test. It should be noted that though the peak mass 
flux for the remaining radionuclides occurs with the higher porosity p u s  medium formulation, 
the initial breakthrough and timing of the peak mass flux occurs earlier (within the first several 
thousand years for non-sorbing nuclides) with the fracture flow parameters. 

The low groundwater velocities modeled at the ground zero location that result from the 
complex hydrogeoIogic environment in Hot Creek Valley confrne significant transport of 



radionuclidcs from the Faultless test to the immediate Iand-withdrawal area for thousands of years. 
Breakthrough at the land-withdrawal boundary is further delayed by vertical movement mo&led 
to occur from the test cavity, so that only upon encountering hypothesized welded tuff units 
somewhere below the test horizon does significant lateral movement toward the boundary occur, It 
is important to recall that densely welded tuffs were not encountered at the UC-1 drillhole or 
instrumeat holes, and that their presence somewheere beIow the test horizon is stochastically 
represented based on sparse regional data The fracture flow concephlalization was based soiely on 
a hypothetical model of how fractured, densely welded tuffs are predicted to behave hydraulically. 

The groundwater system as modeled for either the porous medium or fraciure fl ow formulation 
is consistent with both hydraulic and chemical data. Chemical and isotopic Interpretations in the 
UC- 1 area support the presence of isoIated flow systems In tbe alluvium and underlying volcanics, 
with rnirtirnal vertical exchange between them. Carbon-14 data indicate very long residence times 
for groundwater in the volcanic units (30,000 to 50,000 years since time of recharge for groundwater 
colIectcd from HTH- I), consistent with low velocities. However, without knowledge of the recharge 
area or multiple measurements dong a flowpath, the actual groundwater vetocity cannot be inferred 
from the single HTH-I measurement. Hydrologic logging supports the presence of very low &cat 
flow rates in the area, and the long period of timerequired to recover to the pretest water level attests 
to low hydraulic conductivities encountered by the Faultless cavity and chimney. 

8.2 Impact of Sensitivity Analysis 

By the very nature of our imperfect knowledge of the subsurface environment, numerical 
models of groundwater flow and transport encompass large uncertainties in both the conceptual 
mode1 (including boundary conditions) and parameters upon which the results are based The model 
of the Faultless test presented here is no exception. Given the very low rates of tramport predicted 
for the basecase, however, the sensitivity analysis was focused not on broadly evaluating the relative 
impact of each uncertain parameter, but rather on those u n d t i e s  which presented the possibility 
of d u c e d  travel times and thus enhanced transport. As such, the sensitivity analysis was skewed 
away from evaluating the impact of parameter u n c e d t i e s  that would only serve to further inhibit 
transp0I-L 

A gdextrmple of this is the great uncertainty pnseotin the geochemical release function used 
to model the release of radionuclides from the nuclear melt glass. Work currently being performed 
in support of radionuclide migration at the NTS uses glass dissolution rates orders of magniide 
lower than that applied to Faultless. A sensitivity analysis of the transport resuIts to this parameter 
was initially slated to b e m m d ,  similar to thatpresented by Pohlletal. (1998)for the Shoal site. 
but given that the impact would be to only further retard transport h m  the cavity, it was not 
performed for Faultless. The uncertainty in the boundary conditions of the flow model was also not 
analyzed, owing to limitedsite-specific head data Boundary heads werechosen to be consistent with 
the patterns of hydraulic head observed in Hot Creek Valley, and to produce a head distribution near 
Faultless consistent with the available local data. Thus, the uncertainty in these hundaries could 
not be quantified. 



None of the individual sensitivity cases studied (inmssbg the vertical cornlation length of 
hydraulic conductivity, increasing the mean hydraulic conductivity of the alluvium, simulating 
prompt injection of tritium into the uppx portions of the chimney, and increasing the local 
dispersion) significantly altered the base-case transport resuIts during the 1,000-year period of 
interest. However, combining the prompt injection scenario with higher hydraulic conductivity in 
the alluvium created the only scenario with significant breakthrough at the southern control 
plane. 

Thc purpose of this modcling is to characterize groundwater flow and transport at CNTA using 
site-specific bydsologic data. UltimateIy, however, the cdculations will support development of the 
Corrective Action Dacisiw Document and provi& a foundation for establishing areas that may 
contain contaminated groundwater. Appendix VI of the Pederal Facility Agreement and Consmt 
Order calls for estabIishing contaminant boundaries that define the aggregate maximum extent of 
wntaminant hnsport at or above a concentration of concern, and in addition express modeling 
uncertainty through inclusion of a confidence intewd in the boundary determination. 

Examples of mtaminmt-concentration maps are presented here using tbe methodology 
developed by Pohll et al. (1998). The Location of the boundary is determined through analysis of 
a11 transport realizations to identify the 50th percentile (i.e., median) probability of an area that 
would bc lwated within such a boundary. For each simulation and at each time step, the 
concentration level is determined for each model grid cell. If the concentration exceeds a specified 
limit at any one vertical location, thea a "hit" is remrded for that x-y location. Each of the x-y 
locations is scanned to determine if the threshold is exceeded and the process is repeated up to 1,000 
years or when at1 the shdakd  cell conmtrations are less than the specified limit The 50th 
percentile boundary is determined by including all cells that have at 1-t 50 realizations that exceed 
the limit. 

For these examples, the drinking water limits for 3H, "Sr, and 13'Cs are considered for the 
boundary determination and the 90 percent confidence i n m a 1  is presented using the base-case 110 
transport realizations of the porous medium formulation. Given that the true initial masses of these 
nuclides areclassified, the unclassified h a t e s  basadon test yield me used for scaling the transport 
results. All of the example contaminant-wncentration boundaries are well within the - 

land-withdrawal boundary surmunding UC-t ( f i p s  8.1,8.2, and 8.3). They all also essentia3ly 
define the Iocation of the source itself and reff ect the verv limited lateral mieration that occurs over - 
the I.ODO-year time period. The slightly smaller extent of 9 0 ~ r  and 137Cs reflects the retardation 
these radionucIi&s experience as compared to tritium. Downward vertical movement Figure 8.4) 
is also limited over this time period, controlIed by the low hydraulic conductivity values. The 3H 
maps using the fracture flow formdation are essentidly the same as the 3H maps shown here, with 
the contaminant-concentration boundaries confined to the area around the source. 

Owing to the manner in which these boundaries are produced, they are not snapshots in time. 
Instead, the boundaries pmbabilistically represent all the locations the plume may encounter during 
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Figare 8.1. Map showing the area of 3~ excedeace of 20,000 p ~ i n  at tbe 90 percent confidena tenl. 

the 1,000-year migration period. As can be seeo, that location is confined to the area immediabely 
adjacent to the nuclear cavity. 

8.4 1nterpretatf01.1 of Contaminant Concentralion PRdictlons 

The radionuclide concentrations presented at the controI plane, and the spatial representation 
of these concentrations &cussed in the previous section, are subject not only to conceptual model 
and data uncertainty, but also to irreducible uncertainty caused by imperfect knowIbdge of the 
heterogeneous aquifer through which flow and transport occurs. U d t i e s  in the data and 
conceptual model were addressed to some extent through the sensitivity analysis, with the 
imducible uncertainty reflected in the standard deviation of thc wncentrations. These standard 
deviations are generally of the same order of magnitude as the mean itself, a problematic situation 
in term of attempting to validate predictions of contaminant concentrations with field 
measurements. 

Another dZI7cuIty presented by the Faultless modeling results is caused by the very long travel 
times predicted. Over the time frame available for validation, very little migration is predicted to 
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FIgure 82. Map showing the area of gOSr exmdmce of 80 pCiL at the 90 percent d d e n c e  level. 

occar. So little, in facfthat it is al l  contained within the ",qourcc'' area of the model domain. This 
area has been subject to the extreme forces of the nuclear test, with geoIogic and hydrogcoIogic 
impacts that were not included in the modeling performed here. ~~ecifical~ithe flow Ad t&s&t 
modeling was based on pre-Faultless data, with the -tion that over the long-term, those data 
repwmM the flow field that wouId control kanspoa. Over the short-term, and not included in the 
m b l ,  are near-source faulting and altered water levels that would render the model results 
inconsistent with near-field conditions. , 

In addition, it must be remembered that the contaminant concentrations presented here 
represent concentrations averaged over the volume of water contained in one model grid cell (2.25 
x 10' L), and thus observations of solute concentration must be of the same scale for comparison. 
SoIute co~lcentrations measured in groundwater are vohune averages of local concentration, mid 
various sampling methods result in different amount of mixing of solute mass in sampled water 
volume. Small volume, point measurements, particularly near the source, can be expected to vary 
greatly from the predictions presented here for relatively large volumes. 
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Figure 83. Map showing tht area of Cs wrceedmct of 200 p C i  at the 90 peat adideme level. 

Northlng (Nevada Central Coordinates, m) 

l5gure 8.4. Vertical cross section showing the area of 3~ wrceedence of u),000 s i n  at the 90 percent 
confidence level. 



The volcanic section in which the Faaltltss test was detonated is dominated by tuffaceous 
sediments aud nonwelded volcanic tuffs. Data from straddle-packer tests in exploratory wells, slug 
tests in a post shot hole, and water-level recovery in the cavity and chimney all indicate that these 
rocks have very low hydraulic cond&vity. More rapid groundwater flow at CNTA may wcur in 
Tertiary fractured and faulted densely welded volcanic tuffs, but these mks were identified only 
in a single 24-m-thick section in one of the wells in the vicinity of Faultless. The database of 
hydraulic conductivity data availab1e for CNTA allowed a quantitative measure of the uncertainty 
of tbis parameter to be incorporated in the model. This was accomplished through a stochastic 
approach that treated K as a random variable, producing thrccdimensiond maps of heterogeneous 
KfieIds conditioned on the avdable hard data The absence of hard data below the Faultless cavity 
resulted In simuldm of both low- and high-K rocks, reflecting the uncertainty in the lithology in 
that region of tk model. 

The flow modd was based on bydrogeologic conditions prior to the FaultIess test, under the 
assumption that transport over the long term would be controlld by these factors rather than the 
relatively short-tenn effects of tbe test. The flow system near Faultless is conceptualized to consist 
of a shallow system in the alluvium in which flow is diracted southward toward southern Hot Creek 
Valley, and a deep volcanic sxtioo in which flow is directed northcastward toward southem 
Railroad Wley. Recharge from precipitation to the north of the modeled area causes hydraulic herads 
there to decrease with depth. In southern Hot Creek Valley, b e d s  in the volcanic units arc higher 
than the overlying alluvium IeadiDg to vertically upward hydrauIic gradients. An imporhut 
implication of these flow patterns is that the test cavity, which is lacated at a depth intermediate 
between the shallow alluvium and deeper volcanic tuff flow systems, lies in a zone of very low 
horizontal and vertical hydraulic gcdents. Although data about vertical gradients at the 
emplacement hole UC-I prior to the test are not available, vertically distributed head data and 
tracer-test data from HTH-1,1.000 m southeast, indicate that veItjcal gradients are very low. 

The c o m b ~ o u  of low hydraulic conductivity and low gradients of hydraulic head results in 
very low groundwater velocities simulated by the model in the section of tuffaceous sBdiments 
encompassing the source. Unartainty in K was included in'the model through the stochastic 
approach, but the uncertainty in the boundary conditions that control the magnihdes and directions 
of the hydraulic gradients was not directly addressed. The limited availability of head data within 
the model domain meant that boundary heads were chosen to be cons*ktent with the patterns of head 
in Hot Creek Valley, rather than based on measurements at the boundaries. Therefore, although the 
gradients simulated by the model in the vicinity of the test are consistent with the available data, 
some uncertainty in this aspect of the model remains. 

Two transport formulations were evduated: a uniform porosity of 0.18 in all three aquifers, 
and a lower porosity of 0.005, approximating a fracture system for the welded tuff aquifer. Despite 
the higher groundwater velocity in the fracture formulation, pe& mass flux values for most 
radionuclides are lower in the fracture c&e than for the uniform porosity approach because 



radionuclides are retarded by diffusion into the aquifer matrix. Laboratory studies indicate that 
sorption properties of CNTA aquifer materials are quite high, further serving to retard transport of 
r d v e  radionuclidea The sensitivity analysis showed that the transport results were relatively 
iwnsitive to bmasing the vertical correlation length of hydraulic conductivity, increasing the 
mean hydraulic conductivity of the alluvium, simulating prompt injection of tritium into the upper 
portions of the chimney, and irrc~utsing the 1mal dispersion, though by combining the prompt 
injection scenario with higher hydraulic conductivity in the alluvium matad the only scenario with 
significant 3~ bmiktbugh at the southern control plane. 

Considering the porous medium formulation, essentially no brcaktbugh is calculated to 
occur across the U G l  lmd-withdrawal boundary during the l,OO&year period of interest. 
Trrnaport waa investigated at much longer time frames, with relativdy sholt-Iivd radionuclides 
(such as 3H, %r, and I3'Cs) easenWly completely h y i n g  before breaktbruugh. Breakthrough 
of loog4wd redionuclidw does m u r ,  at tinaes varying from 2000 to 75 d o n  years, but the 
significance of bmkthrmgh cannot beevaluatedunti1 the results arcscaled by the classifiedmassts. 
The highest peak maui fluxes for 3H and B S ~ r  &cur in the h c b m  flow simulations an the early 
breakbough of the small portion of mass that is only slightly Fetardad by matrix diffusion is the 
oaly brc&hmugh that occurs prior to k a y  in either the porous mdium or f b b c  capes. Scaling 
the results using an unclassified estirmtte of initial tritium mass gives an estimated peak 
concentration of aImost 1 p C i i  occurring 153 years after the Faulaess tegtunder conditions of 
fracture flow. Though the bighest peak mass fluxes are calculated to occur with the porous d u m  
approach for all radionuclides except 3H and8%, the initial bmikhwgh and time of the peakmass 
flux for all nuclides occurs earlier (within the fmt several thousand years fornomrbing nuclides) 
in the fracm flow senario. Lithologic and p d t y  data from the site support the porous medium 
scenario for groundwater transport from the Faultless tesf with the fracture formulation presented 
in response to uncertahty in aquifer charasteristics below the depth of the test and hypotheses of 
the nahue of groundwater flow in welded tuff unib. 
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APPENDIX 1 

REGIONAL HYDRAULIC HEAD MEASUREMENTS IN THE HOT CREEK VALLEY 

P W ~ ~ Y  
Tdd Mihevc and Brad Lyks 

September 30,1997 

In prepation for the construction of a groundwater flow model, the need arose to confirm 
regional water levels in the Hot Cseek Valley. Previous hydraulic head measurements to Betennine 
valley-wide gradients were conducted in the mid-1960s, and although pres&t groundwater 
withdrawals am not excessive, a re-evaluation of the gradient is a mctssary step in the groundwater 
modeling effort 

To determine p i b l e  well lccations, several data sources were accessed which include: 
tabulated data from the State Engineers Office, a Fenix & Scission report to the U.S. Atomic Hnergy 
Commissjon (AEC) eatitled 'The Abandonment of Drill Holes, Central Nevada Test hea," and a 
Department of Air Force report entitled 'M-X Multiple Protc~tive Shelter, Water Rcmuca 
Rogram -Nevada, A Summary," The State Engineers office produced aprintout of water rights for 
the Hot Cmk Valley, Although this list included all the certified water rights, it also incIuded al l  
applications for water rights, most of which had no wells associated with them. The Feoix & Scission 
report described wMcb of the hydrologic exploration wells for tbe Central Nevada Test Area werc 
abandoned, how they were abandoned, and which wells were turnad over to h Bunxu of Land 
Managtmnt. The Air Force report listed the production and monitoring wells that were drilIsd for 
c h ~ t e r i z a t i o n  of hydraulic properties, as well as the shallow p o u n d - w a  monitoring borings 
that were used for valley-wide hydrologic characterhtion. The locations of all potential wells were 
transferred to 1: 100,000 scale topographic maps that were used in the f ~ l d  to aid in well location. 

Water levels were detemnined from available wells in Hot Creek Valley, the northern portion 
of Revellie Valley, and the southern portion of Big Sand Springs Valley between August 11, I997 
and August 17,1997. In most wells, the depth to water was determined with an Olympic well probe, 
however, at the UC-1 site, alogging tmck with a water level indicatorwas used. Several of the wells 
surveyed had pumps installed in such a way that -xcess for measuring equipment was precluded 
Also in the southern end of Hot Creek Valley, adjacent to Base Camp, large capacity irrigation wells 
had been pumping for much of he spring and s u m i r ,  making water level measurements in that 
area unreliable for valley-wide gradient calculation. 

Several of the wells in Hot Creek and Big Sand Springs valleys that were abandoned by the 
AEC have been re-completed to supply water for cattle. The weas were abandoned by setting a 
wooden plug at 10 feet below the land surface and filling the casing with cement from the surface 
to the plug. The wells were re-completed by digging below the cement filled portion of the casing, 
cutting off that portion and welding on a new section of casing. These wells include: UCE-18, 
HTH-2 1, HTH-21-1. HTH-3, and HTH-23. Of these wells, HTH-2 1 and EITH-3 were both dry. 
UCE-17, which was supposed to have access to the water table, was plugged, probably by a rock 
at 425 feet below the top of the casing. 



Ofthe wells that were located within the study area, Table 1 lists the ones that were detMmined 
to be dry. m e  total depth of these wells was not &tedned. 

TABLE 1; WELLS THAT WERE D E l E R M W D  TO BB DRY IN 1997. 

HTH-3 zoom 4Q4QfJ 
Pcdms Well 178,125 401,990 

Hot Creek Ranch 180,945 417,S49 
'An iwationa ac presented ia Newla State Raac (metas) 

During the field risit s e d o f  the wells investigated did not have access for squipnmt for 
water level determination because of tbe way the pumps were installed or tbe wells were abmdomd. 
Table 2 is a list of thesc wells. 

TABLE 2. WELLS THAT DID NOT HAVE ACCESS FOR MEASURING EQUIPMBNT IN 1997. 
well WB (-I* Northins(-)* s w  
UCE- 11 190.940 427,110 

6 Mile Wefl 191,OCtl 417,000 m w  
EFIH-5 190,773 417,075 w 
m4 209,077 4 ~ 4 2 7  P m n p w  

Keystone Well 182,663 404,547 p u m p i d  
Joes Well 188,141 3W,013 Pump- 

Warm Spring Trailer Wrk 178,670 381,620 -1- 
Bast Camp 186101 395,053 m w  
UCE-23 208,440 417,258 &gged , 
UCE-17 191,457 436,032 Rock @ 425' 

'All locations art p e n t e d  in Nevada Statc Pi.nt Coordinates (meters) 

Table 3 is alist of the wells where water level measurements were successfully obtained. Water 
elevations in Table 3 were detennind by subtracting depth to water measurements from surface 
elevation of the wells. Surface elevations were estimated from7.5 minute topographic maps or from 
reported elevations. The icsations of these wells are shown in Figure 1. 

A contour map of groundwater heads was produced for Hot Creek Valley from the 
measurements of composite hydraulic head (Figare 2). Wells outsideHot CreekValley (i.e. HTF-23 
and HTH-2 1-1) were not included in the contouring as they represent hydrogeologic conditions in 
a separate valley. Figure 2 indicates that the gradient is steep in the northern portion of the valley 
and becomes flatter south of the UC-1 site. The contour map shown in Figure 3 focuses on the area 
where the hydraulic gradients are low, and utilizes a finer contour interval. These maps show a 
general decrease in hydraulic gradient from the north end of the valley to the south end. 



TABLS3; YST OF WELLS, WHBRE HYLlRAULIC H3AD MBAS- WERB MADE 
AND T m  w m  S V R F A c E ~ v m O N .  

Eaating Northiag Water E3zvatia1.1 Serface Elevation 
well (m) (m) (m) S o m e  

MX Oh (375) 194097 383,514 1568.4 1 

FalliniRmch 196,309 38301 1 15F7.7 3 

RW. RUini 192,487 3%- 1544.8 3 

NDOTM.int. 191,002 401m 1587.9 3 

~ o ~ f w )  185,193 3%,S37 1569.7 1 
1m,w 398352 13n. i 3 

mwrnw 182,175 39939 1595.4 1 

WE-18 193,SM 425,754 161165 2 

HIZI-21-1 203.760 425,912 1637.6 2 

m - 2 3  ZWjs 416,992 1617.2 2 

Noitb Well 1923% 445,038 1913.9 3 

Noltb hteah Well 193,843 443,066 18825 3 

~~(~~ 1898% 415m 1634.8 1 

'us. Goological &port - 
zpdXQSirsonReoat 



- 
0 12 hll 

Well b a t h  and name 

Figure 1. Lacation of wells where water level measwmm~ts were made. 



- Water-hl  contour, 30.5 m 
tan 

Well locatton and water level (m AMSL) 

F i r e  2. Contqur q of composite gronndwater heads in Hot Creek Valley. 



- Mar-level Eontour, 6.1 rn 
1837 

Wd bcation and water level (m AMSL) 

Figure 3. Contonr map of composite groundwater h d s  in Hot Creekvalley, f a g  on the area where 
hydraulic gradhts are lowest. 



SUMMARY OF HYDRAULIC DATA FROM CWIIA PACKER TESrS 

The data contained in this appendix summarize the d t s  of straddle p&cr tests conducted 
in tht CNTA wrp1oratory holes as ~cpxtcd by Dinwiddie and Schroder (197 1). 

mkmtbm 
nc - data not collected for interval 
e - -  
lad - I.adAufrtbtum 
m - mEsn 
m3pd - CnbIPmetmpadPy 
dd - dn.&down 
m2 - .sqaPe- . , 

High - ~ v c r y t o o r & p i d t o ~  
Low - wntcrval m~lremnt of water-hI cbange too amdl ta to a=cwak1y 

Tbge are two columm ofvaIm for Static Water Level end Relative Specific Capacity. The values 
in the firat column an fim injactim, the values in the second column am h m  recovery after 
swabbing. 
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ANALYSIS OF CAVlTY INFU)W FLUX REUTWE TO 
DIFFUSIVE FLUX FOR THE FAULTLI&SS EVENT 

A s i g n i r i t  dcpmdepression in potentiomctrk levels in the cavity area was caused by the Faultless 
test. The subsequent recovery to prc-tst levels h trLing decades to complete. Ikuiag this period, 
w advective movemmt of conamhnts  from thc Faultlaas chimnty can occur beam the 
hydraulic g d h t  is rdially diitcted to& rather thrn away from, the tsat cavity. 'hmgh 
odvmive movement is not pod'bk, tht atronp cmxatdon g r d h t  bdwea the Mghly 
r r d i ~ t i v e c . * r a d t b e n n m u n d k r g l m n d i d v i t y p m s D d r r l l r a ~ ~ ~ f o r  
dimuimftux of c o l l ~  away from thtcavity. Tha followky mrly~~luntitatiytlyexamhm 
themynitude oftk&d~tfluxd~tdwdw.tertowsrdthec~vity isIrtiyctotht 
ditfarive~uxofconerminrtedwrteraway,nle~~~:~mhtMths~~~~ismucblupa 
than tk m v e  flux until very 1- h, so that siflcrnt difhsio+clrivsa migration from 
F d t l w  h unlilely. 

Ihe above Dquatiw is only valid for bHXlO days from the beginning of 1968. From the fit, 
the watc~ level will be 1687 m sbwt 12,130 days from January 1,1%8. That mcans the water level 
will be totally rccovercd in March, 2001. 

aUabO means convective transport of solute into the cavity is larger than the dispersion fmmthe 
cavity; and vice versa InitialIy, V-(VC)>>DV?C. Basically speaking, DV2C is unchanged, but 
V .(VC) decreases with the water levelrecovering inthecavity. At some date, thewaterIeve1 reaches 
a height where V * (vC)=DV%. After that date., solute wiIl begin to dispnse out of the cavity. Here 
we will calcuIate the water level and the date, which start from the following equation. 

DV'C-V .(VC, = V -  (DVC-VC) = 0 
. . . 

(3) 

Which means the mass flow-in equals the mass flow-out Equation (3) can be written as 

DVC = VC 



1, homogenw and isotropic medium 
2. no recharge @ure recovering process) 
3. sohte coocentration in the cavity is uniform and coastant 
4. there is a comxntration dcacasc ring, where the solute concentration de- 

creases from CJ (the concentration inside the cavity) to zgo. The ring's 
1eagthiaassumdtObeLImeter). 

I. Concentration distribution within ths ring 

w h m  ro is the radius of the cavity and is known to be 100 m. 

2. Water level distriition and hydraulic grad. 

Since no recharge is assumed in the verticaI dkdon, the flow rate in a cylindrical 
cross-section is 

where Q is the flow rate into the cavity, and T=KM is the transmissivity, K is the conductivity, and 
M is the aquifer thickatss. 

Let R represent the hydraulic funnel's radius caused by the cavity and assume R=600m (from 
the center of the cavity). 

(7) can be solved as 

where ho is the water level in the cavity, H is the water level beyond the hydraulic funnel, which is 
known as 1687 m (the pm-kst water level). 

The hydraulic gradient is 



3. Solute diffusion and mass convective flax 

Solute diffusion wt'of the cavity 

Mass convective flux into tbe cavity 

Let qi, equal q d  at the middIe of the ring (elfXhW2 m). 

From (6) we have 

Substitute (13) into (12) to yield 

If the ring length is chosen as Mm, then 

h46874,87=1682.13 m. This is the recovcradw,aterlcvel wherethe fluxinward andoutward will . 

be equal. This is projected to occur in September, 2000 (1 1,900 days from January 1, 1968). 

l€ the ring Iength is chosen to be IF IOm, then 

ho=1687-2.9=1684.1 m, which is projected to occur in November, 2000 (12,W days from January 
1, 1%8). 

If the ring length is chosen to be d-100m, then 

ho=16874.47=1686.53m, which is projected to occur in ~mua&2001(12.060 days fromJ~nnary 
1,1968). 

With the assumption of ring Iength, and the other assumptions listed earlier, diffusion is not 
expected to overcome advcctive flux into the cavitv until two to five months prior to full hydraulic 
recovery. Once full recovery is achieved, con&ant mimigration will again be domidated by 
advective flux (during this time, away from the cavity). 
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Figure 4-1. Lithologic log and lateral log for HTH-I. 
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Figure 4-2. Lithologic log and lateral log for m - 2 .  



Figure 4-3. LiioIogic log and lateral log for HTJ3-3. 
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Figure 4-4. Lithologic log and Iateral log for O r - 4 .  



F i  4-5. Lithologic log and lateral kg for HTH-5. 
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figure 4-6. Lithologic log and lateral log for KEI-21-1. 
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Figure 4 7 .  Lithologic log and lateral log for HTH-23. 



Figure 4-8. Lithologic log and lateral log for UC-1-i-1. 
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Figwe 4-9. Lithologic log and Iateral log for UC-I-f 2. 
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Figure 440. Lithologic log and Iateral log for UC-34-1 



Figme 4-11. Lithologic log and lateral log for UC-34-2 
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F@re 4-12. Lithologic log and lateral log for UC-34-3. 
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Figure 6 1 3 .  Lithologic log and lateral log for UC-34-4. 
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Figure 614 .  Lithologic log and lateral log for UCe-2. 
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F m  4-15. Lithologic log and Iateral log for UCe-9. 



Figure 616. Lithologic Iog and kd log for UCel 1 . 



Figore 4-17. Lithologic Iog and lateral log for UCe-12. 
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Fl4-18. Lithologic log and lateral log for UCe-14. 
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Figure 4-19. Lithologic log and lataal log for UCe-16. - 

4-u) 



: 4-20. Lithologic log and laced log for UCel7. 



figure 4-21. Lithologic log and lateral log for UCe-18. 
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Egure 4-22. Lithologic log and lateral tog for UCe-u). 
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INTRODUCTION 

During the period of nuclear weapon production and testing, the U.S. conducted a series of 

tests at several test sits. These tests resulted in contamination from radionucfides as well as from 
other toxic metals and organic compounds. Common radionuclidm found in contaminated areas 
k l u d e  botb m i u m  and heavy transuranic elements (man-mde radionuclides heavier than 
d u m ) ,  mainly neptunium, plutonium, and americium, as well as lighter radionuclides, 

frequently fission products of the heavier doisotopes. 

In addition to rradionuclides, some of the nuclear tests resulted in contamination by otha 
inorganic and organic hazardous substances. These contaminants include the metals lead, copper. 
and cadmium, anions of arsenic and chromium, and organic contaminants such as polyvinyl 

chlori& (PVC), polystyrene, and phenols (Bryant and Fabryka-Martin, 1991). Substantial 
qu~titiesoflhcse con t a m i ~ ~ t s  were incorporated in some of the nuclear &vices and stcnWing 

and were released in the environment by the detonation of the device. The above contaminants arc 

considered health hazards either because of their toxicity or because they are suspscted or proven 

carcinogens (Francis, 1994; Sax, 198 1). 

The potential adverse health effects of radionuclides and other inorganic contaminants 

EM during detonation of nuclear devices have long been recognized The health hazard 
potential of these contaminaots depends on the mimigration pctential away from the source of 
contamination and into the accessible envircmment Once in the accessible environment, 

contaminants can adversely affect the health of humans and animals. The fate and haasport of 
dissolved contaminants are largeIy detennimd by tbc degree of contaminant htemction with the 
soil matrix. Radionuclides and metals with high sorption affinity for the mineral phases present, 

are expected to be severely retarded compared to groundwater flow. Inorganic contaminrmts with 

little affinity for the mineral phases present are expected to be retarded significantly less and, in tk 
limiting case of truly conservative ions, solutes are expected to travel essentially with the veIocity 
of the groundwater. 

Any attempt for a realistic estimate of the time required for any contaminant to travel from 
the source of contamination to the accessible environment, therefore, requires experimental studies 

to evaluate the affinity of the contaminants of concern for the mineral phases likely to be 

encountered in the flowpath of the groundwater. Estimates for the movement of contaminants 

away from sources of contamination are obtained from hydrologic and geochemical kmsport codes 

(Anderson and Woessner, 1992; Hemond and Fechner, 1994). These codes require hydrologic 



and phemicaI  panmebm as input whicb must bz be eitherhated or exprhnta l ly  determined. 

The reliability of pdia ions  based on these codes depends M y  on the quality of the input 

pameters. Unocrtaioties in pameter can lead to significant ummahties in 

radionuclide trtmsport simulations because of the fmpntly Iong time dowed for contaminrmt 

migration in model simulations (up to 10 000 years). 

The scope of this project was to provide paramtm uged by transport c& to -describe tht 

equjiibrium partitioning of contaminant4 between the mpms and m i d  interfax. Specifically, 

the scope of this project component was to estimatc the W t y  of three cations (lead, cesium, and 
sfnmtium) and two d o n s  (chromate and selenite) for aquifer materials from the Central Nevada 

Test Area (CNTA), located in Hot Creek Valley, behveen Tonopah and Ely. Nevada The Central 
Nevada Test Area is the site of the Faultless un$erground nuclear bz4 conducted on January 19, 

1%8 at a depth of 975 m below ground surface. 

The adsorbates used in ibis study arc likely to be found in sites contaminated by nuclear 

testing. Lead (Pb) is very commonly found in nuclear test sites because large quantities of Pb, tens 
of tons typically, were used for the shielding of nuclear devices. Environmental concerns 

associated with Pb stem from its high toxicity (Francis. 1994, Liw, 1993). Lead is expected to 
be retarded strongly in many geological settings, bemuse of its high affinity for oxides, 

hydroxides, clays, zeolites, and other aluminosilicate minerals and its potentid for precipitation, 
even at reIatively low concentrations. 

To assess the migration potential of a cation with lower affinity for these types of mineral 
surfaces, experiments were conducted with sbmtium (Sr) and cesium (Cs) as well. Strontium is a 
radionuclide commody found in nuclear test sites, known to sorb primarily by ion-exchange 

reactions. Health-hazard-rrl&d concerns are not basad on the toxicity of Sr, but rather on the 
biogeochemical similarity of this element to calcium, a fact which can potentially result in 

accumulation of this radioisotope in bones G w s ,  1993). Cesium is also commonly found at 

nuclear testing areas. It tends to bind more strongly to ion-exchange sites compared to Sr, but for 

amphoteric, surface-hydroxyl sites (such as those found on oxides and the edge sites of clay 

m h e d s )  the affinity of the two cations is similar and substantially reduced compared to Pb. The 

thm cations, therefore, serve as models of strongly and weakly binding cations, depending on the 

sotbent aquifer material. 

In addition to the cations, two anions, chromate and selenite. were used as models for a 
relatively weakly and a strongly binding anion, respectively. Chromate was selected because it is 

fairly toxic, it is a known carcinogen, and is commonly found among the contaminants associated 



with nuclear mting. For oxides and hydro*, chromate displays intcrmediatc b i i  affinity. 
Selenite, however, has bemi shown to bind strongly on oxides and hydroxides (Hayes a d  Leckie, 
1981; Hayes et d, 1987). Althongh selenium is a trace nutrient, it is fairly toxic at higher 

co~centmtions audasuspcdeddogca. 

lqdiiumpartmoame .. . kiweatbtaqueoosphsredamimralphase,typicdly i n h  
fonn of a dis&ibutim codficieni derived from expaimnts with auated rock. bps baen ued 
c o n n n o a l y i n ~ c a d e s a t t t m p t i n p t o m o d e l t b e f r t t m d ~ o f ~ m t h e  
enviromaurt. T h i s ~ h M b G m c r i ~ f o r b ~ ~ ~ .  Fint,tbeWbution 
C a m c i C n t s t h u s d a i ~ h b ~ r m y m g a t i r m k t h t l r e b n L t i w o f  mtsinthc 
fidd T h i s i s b e c u u c t h c ~ ~ s r s ~ o f t b c f l n e ~ ~ i a ~ ~ m y  
beordsrsofm&t&higkthvntbrpsciiicnrrficeamainsitu,ledingbo " 5unofk 
~ o n c o d l i c ~ b y ~ o f r r d n i b d e .  

S e o o o d . t h s e q u i l i ~ & ~ ~ ~ & m t p r o v i & s n y i n f o r m s t i o n m t h e m  
of themr@ioodm~.  Dcpendinponthe~wtimcraks F s l r t s d t o ~ . t e r f h w d  
t h e ~ m ~ i n ~ ~ ~ s o r p t i w m a y o c c u r l m d e r t i t h e r ~ b r i u m o r ~ ~  

conditions. Egtimrtea of b groundm velocity cm be obtsioed from h y ~ l o g i c  pppmters. 
B s t i m a t e s o f t b e ~ o n r a t c ~ i n ~ c a n b e ~ ~ ~ r ~ t e o f l l p t s L e  
~ t s a n d s o r p t i o n ~ i n l s b o r a t Q y e o i l c o b .  

I o o a d e r t o e s t i m a t t t h e a e ~ ~ ~ d d t o ~ ~ m a x i n m m @ b k i n s i g h t  
withrcgpecttoretardatianofthe~ofconcematthfIcldscak,basedonbenchscale 
l a b o r a t o r y e x ~ t s , w e ~ ~ ~ b r i a m . b a t c h r * o f r r p a l e , ~ a n d l u m n  
eqerhms. T h e ~ o f t b i s r e p o r t i s ~ a s f o l l o w s .  T h c a d s o r b e n t ~ o n  

and the general expeaimmtal pro&um art pmsmttd mxt TIE mdts and dimasion are 
presentad s o ~ t l y ,  organized by experimeot type (batch equilibrium, batch rate of uptake, and 
column e x m n t s ) ,  followed by a d o n  summarizing the nsults and conclusions. 



MATERIALS AND METHODS 

ADSORBENT CHARACFEWZATION 

'Ihe a h h e n i s  were different W A  aquifer materials o w e d  from the U.S. Geological 

Survey Core Library in Mercury, Nevada Seven different core samples were collected. Because 
of time and M g & q  limicptions, however, it wao not p i b l e  to conduct laboratory experiments 

with dl seven sampks. A rather extensive c-on, bowever, was performed on dl 

materials, (o evaluate W b l e  differences and similarities. Based on the dmacterizarion, and in 
order to perform experimnts with relevant aquifer mkrid as diverse as possible, we decided to 
conduct e x p m h m b  with ooe sample each of alluvium, M a x o u s  sediments, and densely welded 
tuff. Spec i fdy ,  ttre following three samples wen uaad: UC- 1-1-1 546-55 1 m (alluvium), UC- 
1-1-1 985-987 rn (tuffmom sediments), and HTH-3 2% rn (densely welded tuff). 

A fairly extensive -tion of the admkat was cnnductcd which included solid 
structure as determined by x-my W o n  (XRD), @cle size distribution, as well as 

determination of spi f ic  surf= area, porosity, mkpnmity, and bulk and true density. In 
addition, the morphology and composition of the dmbents was examinad by scanning ekdmn 

miamcopy (SEM) c o m b i  with energy dispersive x-ray spectroscopy 0. These 

pammkn providad important information for the c x p h n t a l  design and are also required for tbc 

evaluation of '&achmical ttansport pammhx obtained fmm the experimental data. 

The adsorbent was first reduced in size. The size reduction and mhequent sieving 

resulted in in threet.i&Fent'size fractions: particles d e r  than 125 pi, pdclesb&ween 125 and 

212 pm, and particles between 212 and 595 pn The smallest and ~ar~esisize fractions wen used 
for the equilibrium hatch experhents, while the largest size fraction was used for the batch rate of 
uptake and column wqxrhents. 

A smmary of the physicochernical characterization of the three w e r  materials is shown 

in Table 1. In summary, it can be said that the results were fairly similar for the three samples, 
although the density of the tuffaceous sediments (2.56 @cm? was siightly lower than the density 

of the other materials (2.67 g/cm3). In addition, the BET surfze area of the densely welded tuff 

(6.24 m'lg) was Iower than the surface area of the alluvium (13.8 m2/g) and tuffaceous sediments 

(16.7 m2/g). These results are consistent with the lower mimopre volume of the densely welded 
tuff compared to the alluvium and tuffaceous sediments. It should be noted, however, that the 

BET values may be underestimating the total available surface area for sorption, if the sampIe 



contains swelling clays (srnactites). Even if the percentage of clays by weight is low, the error in 
the reported total surface area may be s i m c a n t  because of the high specific surface area of 
smectites (600 - 800 m2/g). 

The morphoIogy of the samples was ex&d by d g e l e c t m n  microscopy ( S I M ) .  

Analyses were performed both on the powders used in the experiments and small core hgments, 

In addition, the energy dispersive x-rays attachment of the SEM alIowed us to identify thc 
composition of individual mineral grains. The mineralogical composition of the samples was 

determined based on a combination of techniques. Bulk mineralogy was determined by powder x- 
ray diffraction (XRD) of the crushed sample. In addition, a semi-quantitative mineraIogica1 

composition of the core was W n e d  from SEM/H>X analysis of microprobe-polished thin 

sections of the core combined with image analysis. 

The bulk mineralogical cornpilion of the three samples is shown in Table 2. Bdh the 

buIk XRD results of he crushed, homogenized cores and the results of the XRD of the clay size 

fraction of the alluvium and tuffaceous sediment samples are shown. The XRD analysis of the 

clay size particle fraction could not be performed on the dmsely welded tuff because of the 

structure of this material. As shown in Table 2, the major components of all samples were quartz 
and ~~, while the clay particle size fraction of the alluvium and tuf€acews sediments 

consisted mostly of bei&Ilite (a d t e  clay) and ate (a mica p u p  mineral). 

The drawback of the bulk mineralogkal coupsition bagcd an powder XRD is that 

relativeIy minor components may be overlooked. These relatively minor components, however 

(for example, clays and iron oxides), may account for a substantial fraction of sorption sites. In 
addition, amorphous or disordered materials (for example hydrous phyllosilicates) may yield very 
broad peaks not easily identifed as a mineral phase. The SEMEDX analysis of the thin sections 

mentioned above can provide some additional information. 

This process is based on the intensity of elastically backscattered electrons as a function of 
the atomic number of the backscathing elemnt. Heavier elements are Inore efficient 

backscatkrers, so that minerals containing heavier elements (e.g., iron oxides) appear brighter than 
m i n d  containing lighter elements (e.g.. q w ) .  By identifymg the composition of grains of a 

particular gray scale and determining the percentage of the thin section mspond ing  to this 

particular gray scale one can obtain at least a semiquantitative estimate of the mineralogical 

composition of a rock, including amorphous phases that may not be detectable by XRD. One 
limitation of the technique is that because of similar composition, different minerals may sometima 

not be distinguishable based on backscatter image intensity. Albite and quartz, for example, are 



sometimes indistinguishable. The results of the backscatter image analysis (Table 3) are in 
agreement with the bulk XRD analysis; additional hporhnt sorbimg phases, however, such as 

hydrous al&silicates and iron oxides were also identified. ExampIes of backsath images of 

thin sectiom are shown in Fi@re 1 (alluvium), Figure 2 (tuffaccous sedimena), and Figure 3 

(densely welded tuff). 

The surface area of adsorbents was detumined based on nitrogen dsqt ion  

measurements, using Micromeritics ASAP 2400 or Gemini uWX) Analyzers, and the BET model 

(Brunauer et al., 1938). This method can be used to obtain an athate of the total surfam. area of 
adsorbents having surface areas from a fraction of a square mter pcr gram to stwd hundred 
sqm meters per gram. Although the metbod has several shortcomings, it cwtinlaes to bt the 
w t  widely wed and general method for patick surf- area ea&hatim (&egg and Sing, 1982). 

The measured surface areas ranged from 16.7 (tuff- sediments) to 6.24 m2/g (densely weldsd 

hrff). As noted above, however, the BET specf i  surface a m  may be umkrestimating the aciual 

surface area if smactite clays are pmmt in the sarapk. 

Because the equilibrium partitioning of ions is a function of the specific surf- area (see 

discussion in the Equilibrium Batch Sorptiw k p e r h m t s  Saction), the spc&c surface area of all 

three particle size fractions for all samp1e.s was masurd and is reported in Table 4. As can be 

seen, the specific surface area was a rather weak function of particle size, suggesting that the 
rnajority of the surface area was internal. This finding is not surprising because specific surface 
areas associated with nonporous particles of the same dimensions are e x p t d  to be at Least two 

orders of magnitude lower. 

m A L  PROCEDURES 

Batch EquiIibri~rm Expe* 

The batch sorption experiments were performed with two different size fractions of each 

tVpe of material (material smaller than 125 prn and material lxtnen 212 and 595 p). Sorption 

experiments were performed in individual 1 2 4  polypropyIene ceneifuge tubes. A specific 

amount of solid was added to the centrifuge mbe. The amount of d i d  varied depending on the 

f d  solid concentration desired h s t  al I  eqeximnts with the smaller size fraction (smaller 

than 125 pm) were conducted with 1.0 gL adsorbent (alluvium, tuffaceous s d m n t s ,  or densely 

welded tuff). All experiments reported here were @ o m d  with synthetic groundwater 

simulating the composition of groundwater fmrnwell HTH-1 of CNTA at741 m depth. A 
variable amount of either 1.0 M HN03 (nihic acid) or 0.1 M NaOH (sodium hydroxide) was added 



to adjust the pH to the approximate final pH value desired. The amounts of acid and base raquired 
for pH adjustment were determined by trial and error. After the initial acid or base addition, the 
solution was allowed to equilibrate without further pH adjustments. 

Because of the relatively constant pH of the groundwater in both the alluvial and volcanic 
aquifers, most wcperimental data were collected at a slightly basic pH (7 - 9). Data at lower pH 
values were also occasionally collected to help us interpret the typc of sorption process involved. 

In order to &rive sorption isotherm parameters, experiments at different concentrations had to be 
p d d .  Again, because of work scope limitations, only a limited range of c o n c e n t d m  could 

be u d .  The concentrations used in these experiments ranged from 106 to I@ M. T '  a h h a t e  

added was either Pb(N03), (lead nitmte), CsNO, (cesium nitrate), Sr(NOJ, (strontium nitrate), 
Ic,CrO, (potassium chromate), or N%SeO, (sodium selenite) depending on the experiment being 
performed. The necessary quantity of high quality. NANOp~rern water was added to result in a 
final solution volume of 10 mL. All reagents used were of ACS reagent grade quality or bctkr. 
NANOpmem water was used exclusively for all solutions prepared. 

The individual cenkihge tubes were equilibrated for at least 24 h by end-over-cnd rotdon 

at 8 rpm. Given the fast intrinsic rate of sorption reactions (Hayes and Leckie. 1986) and 
preliminary rate of uptake expxhents, 24 h equilibration time was considered adequate. Although 
true equilibrium, in a strict thermodynamic sense, was most Wrely not reached within the 24 h 

equilibration period, the conclusions presented here are still valid, based on the much shorter time 
scale for the sorption processes described here, compared to processes such as solid solutioo 

forination and phase transformations, which would tend to shift the position of equilibrium. 

Following equilibration, the pH of the suspension was measured using an Orion model 720 
meter with an Orion Ross glass combination electrode. The pH meter was calibrated daily 

using pH 4.00,7.00, and 10.00 buffers. Solid-solution separation was achieved by 
centrifugation at 9,000 rpm for 20 min using a Marathon WR 21 centrifuge and a 2-mL aliqot of 

the supernatant was removed for metal analysis. The supematant was acidified with 24 @of 
concentrated HNO, (Fisher Optham quality) before analysis. 

The samples were analyzed using a Perkin Elmer 41 10 ZL atomic absorption qmbmmeter 
with graphite furnace and a m a n  background correction. Duplicates were run for each sample 

and the results were averaged. In all cases a peak area mode was used for analysis using 

appropriate metal standards. The fractional uptake (percent sorbed) for each sample was calculated 
as: 



5% Sorbed = c* - cs x loo 
Co 

where C, is tbe total metal concmtmtion added to the sample and C, is the metaI concentration 

femahhg in the supanatant 

h h  Rate 0fUptak.e E;rprrimmLs 

All e x p i m n t s  were performad in 250-mL, jacketed Wheaton '%ellstir" nactws. This 
type of resctor includes ports for sampling and a magoetic sther. This partirmlnr h i g n  was 

c h ~ n  Imam it incorporates several v q  important features. F h ,  the reector is j%cketed, 
allowing water at constant tempetlrture to flow between the double walls, tkcby keeping the 

temperature in the reactor constant. It is well known thet the rPtes of chemical reactiws llrt 
strongly temperature dependent, so that precise tQnperatun control is -id for any kinetic 
experimnts. A Lauda constant kmpxature bath was c M  to h jacketed reador to insme a 
constant tempemhue of 25 'C hcughwt the exptriment. Second, the stimr ammbIy is desigmd 
to keep particles in suspension, without touching the Wm, thenby avoiding particle 

breakup. Size reduction of partick during the experiment (because of abrasion) would result in 
changing ptnticle dinemions (and therefore diffusion psth length) in the course of the experbmnt 
and ptbclude interpretation of the rate-of-uptake data Fdy, the adopted M i  inoorporates 

prts for reagent introduction, sample collection, and pH monitoring. 

The experiments were conducted as follows. An appropriate amount of mlid was 
suspended in synthetic groundwater. Ihe =lid was hen m b r a t e d  with the synthetic 

groundwater for at least 24 h, at constant ~~, before addition of the adsorbate. The pH 
was adjusted to the desired value using either HNO, or NaOIt Following this pre-equilibration 
peaicd, the sorbate was added, marking the onset of the experiment 

The pH was monitored throughout the experiment and adjusted, if nemwy. The pH at 

which uptake experiments were condncted was chosen basad on quiIibrium e x p r h m t s  so that 
fractional uptake at equilibrium would be between 40 and 9G%. pH variation during tbe course of 

the experiaent did not exceed 0.02 units. Sampling was more frequent during the earlier stages of 

the experiment when the rate of change was expected to be greatest Samples were withdrawn as a 
function of time with a 10-mL plastic syringe equipped with a -way stopcock to which a 
Teflon tube (for sampling) and a 0.2-pm nylon f i t e r  (Alltech, Nylon 66,25 mm) were attached. 

The slurry was immediately filtered (total sampling time was less than I min.) and fractional uptake 
was determined by comparing the concentration in the filtrate to the total concentration in the 
s I u q  . 



~ w i t h t h e t u f f a c e o u s s c d i m e n t s d d t n s e I y  weldedhffwgtdonductcdin 1s 
cm long plastic columns with a d i m  of25 cm. Tht flowrate in tht columns was kept cmamt 

uahg a constant bead set up. Ibe f l d  *vad in this way is a function of th a hydraulic 
head, w h i c h c a n b e ~ u s t e d b y ~ o r l o w e r i n g ~ c ~ t h e a d ~ # ~ ~ o i r a b o ~ e ~ c o l u m n ,  
d~lossesin~column,a~~mofprrtickaizedi~M~dsdsorbenttype. The 
sam putick size f d o n  was used for both c o b ,  is., tbe size 6rsctioa bet- 212 and 595 
pm. B e c r u r e o f t h e d i & r w t m i n a r l o p i c r l ~ t i o n d k t w o r m t e r i . t , t h e ~  
fl~wem~evmth@tbtpPticlerize~werepresumrbly -similar. 

U n d c r t b s l e ~ o a r , ~ a ~ k ~ o c i t y i n t b e ~ w m ~ ~ y 8 . 6 d d i n  
the densely weldad tuff colama and 8.6~101 d d  In the tuffaaoru rsdirmot column. 



RESULTS AND DISCUSSION 

EQULlBRlUM BATCH SORPTION IEI(PERIMENI'S 

Cation sorption, including @on of Pb, Cs, and Sr on CNTA aquifer materials will be 
discussad first, followed by dmation of tfie i s o b  panuneters ckauibing the eqtai l i i rn  

partiti* of these cations at the minewhvater interface. 

Sorptimof l @ ~ P b o n  1 flCNTAaquifc~materialsIsshownhF~4. Itcanbe 
sen that sorption of Pb wss pH dependent under that w d d m .  llh behavior ia not surprising 
because lead is known to bind strongly on pH-depeodent, amphotwic oxide sika and to form 
inner-sphere coordination complexes (Chisholm-Brause ct al., 1990; Chi&olm-Brause et al., 
1989; Roe et al., 1991). In addition, bec.ausc the hydrolysis of Pb is extensive, even around 
neutral pH and at fairly low coaantrations @aes and Mesmu, 1986), formti00 of surface 

precipitates is entirely pwiile.  Lastly, Pb bas a high selectivity for pH-independent, ion- 
exchmgc sites of clay m h d s  and zeolites, M, that the overall sorptim may be a combinatica of 
sorption reactions. 

Thc t x ~ t a l  d t s  shown in Figure 4 were consistent with thse qxzbtio~ls. 

Soqtionof Pb on CNTAalluviumwasdefioitelypHdepndent . . (atpH3 thefractionalnptakewas 
approximately 20%~). The pHdqmdent behavior can be eqlpleined either by surface precipitation 
or by sorption on amphoteric surface-hydroxyl sites of oxides. As previously mentioned, iron 
oxides were preseot in the alluvium sample (Table 3). Sorptiw of Pb on the densely weIded tuff 

suggests similar trends. 'Zhe rather sharp inmase of F'b uptake with pH was evident and has been 
previously reported (Hayes, 1987). The steep fractional uptake curve may be evidence of d a c e  
precipitation, although, based on macroscopic experiments alone, l3is hypothesis cannot be tested. 

The results of Pb sorption on tuffaceous sediments are also shown in Figure 4. Although 
the relative uptake is approximately the same as on the other two sorbents, the uptake curve 
appears to be less pH-dependent These results are also consistent with the mineralogical 
composition of the sample, because the tuffaceous sediment sample contained no iron oxides and 

its major cation sorbing phases were smectites @ei&llik) and possibly hydrous aluminmilicates 



(e.g., zeolites). Under these conditions and given the low ionic strength of the synthetic 

groundwater, sorption by cation exchange would be expected. 

Stmnti urn Sorption 

Sorption of 106 M Sr as a function of pH and aquifer material type is shown in Figure 5. 

No results for Sr sorption on alluvium are shown because the concentration of Sr in solution at 

quiIibrium was higher than IO'M, which wwld mean negative sorption, or generation of Sr, 

instead of e o n .  The " a d d i t i d  amount of Sr was traced back to the concenidon of Sr in 

equilibrium with the CNTA alluvium soil. It was determined that this equilibrium concentration 

was qproxirnately 106 M (for 1 gL soil suspended in 10 mL of water). Unfortunately for Sr 

sorption studies, Sr is a refatively common element in the Earth's crust Its average abundance in 

#he crust is 384 pprn ( E d e y .  1989), making Sr the 15th most abundant element (more abundant 

than sulfur and carbon). Because approxhkly 106 M Sr would be present in the water at 
aquiliium with tbe soil, any additional Sr would result in negative sorption. The implication of 

thest results is &at under low concentration conditions Sr would bt highly mobile. 

Sorption of Sr on hlffacwus sediments and densely welded tuff, shown in Figure 5, was 

consistent with the expezkd sorption behavior of an ah l i ne  earth metal on a combination of pH- 

dependent and pH-independent sorption sites. It appears that Sr sorption on Maceous sediments 

was less pH drpendent compared to sorption on the densely welded tuff. This observation is 

consistent with the sorbing mineral phases present in the two sarnples. The primary mrbing 
minerals in the tuffaceous sediments were &te chys and possibly zeolites, on bth  of which 

cations are expected to sorb primady by cation exchange. The presence of iron oxides on the 

densely welded tuff, however, could account for the pH-dependence of Sr sorption on these 

minerals. 

Cesium Sorption 

Cesium sorption on all CNTA aquifer materials is shown in Rgure 6. Be-cause the 

concentration of Cs was not significant in any of the CNTA samples, experiments could be 

conducted with alI three materials. The results were consistent with-the expected behavior of an 
alkali metal and the mineralogical characterization of the samples. Sorption was observed on all 

three samples, presumabIy as a combination of on both permanentcharge and surface- 

hydroxyl sites. Sorption on the alluvium and the densely welded tuff appeared to be more pH 
dependent than sorption on the tuffaceous sediments. 



Note that sorption on both alluvium and the densely welded luff appears to be pH 
independent below pH approximately 7 to 8 and increasingly pH dependent above this pH vaIue. 
It is in the latter pH region that contnition of iron o& to the &on capacity of the soil would 

be more pronounced, as the surface charge of the iron oxitks decreases from positive to zero at the 

point of zero charge 0 and eventually be- negative above tbe PZC. The PZC of iron 

oxides is generally assumed to be in the 7.5 to 9.0 pH range (Bohn et al., 1985; McBride, 1994; 

S p i t o ,  1984; Stumm, 1992). 

As can be seen from Figure 6, sorption of CB on the tuffaceous sodimnts a p p e d  to be 

pH indepndent, consistent with the abacnce of iron oxides and the pmace of smeztite clays and 

possibly hydrous aluminosilicates. Under the low ionic suength conditions of the grcmdwater at 
tht W A  site, it was not ex@ that edge sikn of wnactite day minerals would contribute 
signifcantly to cation sorption relative to sorption at pmment-charge sites. The dative 

importauce of edge (surface-hydroxyl) and inblayer (prmanentcharge) sitss of smectites for 
' - cation sorption as a function of ionic strength has baen previously shown (Papelis and Hayes, 

1996). 

Comparison of Catlon Sorption on CNTA Aqulfer Materials 

It is instructive to compare qualitatively the sorption behavior of the three c a t h  as a 

function of sorbot material. The @on of Pb and Cs on CNTA alluvium is shown in Figure 7. 
Unfortunately, sorption of Sr cannot be included because of the high diswlved Sr concentration in 
the alluvium, especially at low pH values. A comparison of Pb and Cs sorption, however, shows 

that the sorption of both cations was pH dependens for reasons explained d e r .  

Although qualitatively the sorption behavior of tbe two cations appears to be similar, Pb 
h t i o n a l  uptake was higher cornparad to Cs. This higher af!ioity of F% for surfacehydroxyl sites 

compared to Cs, an alkali metal, is not surprising. Lead has been shown to form inner-sphere 

complexes and polynuclear complexes or surface precipitates on surfehydroxyl sites of oxides 

(Chisholm-Brause et al., 1990; Chisholm-Brause et al., 1989; Roe et al., 199 l), whereas alkali 
4 s  are typically thought as forming outer-sphere ion-pair compIexes on oxide surfaces (Chen et 
al., 1998). 

Cation sorption on CNTA tuffaceous sediments is shown in Elgure 8. The data suggest a 

clear cation selectivity for this sorbent Lead binding was the strongest, followed by Cs, and 

f m d y  Sr. Assuming that the h e m i n e r a l  phases controlling sorption in the tuffaceous sediments were 

smectites and hydrous durninosilicates (e.g., zeolibzs) this trend is consistent with previously 



obtained data in our laboratory (soqtion of Pb, Sr, and Cs on zeo l iW tuffs from the Nevada 

Test Site, to h reported elsewhere). Lead sorption was expezted to be high because of the 
electronic structure of this element (which is also reflected in the much more extensive hydrolysis 

chemistry of Pb, compared to Sr and Cs, and the formation of Pb inner-sphere complexes. 

compand to outer-sphere complexes for Sr and Cs). 

The higher affinity of Cs for h e  tufftuffaceous sediments compared to Sr can also probably be 
explained by differences in the chemical naturr. of the two cations. The nonhydratad radius of the 

Cs cation is larger than the nonhydrated radius of the Sr cation, which resdts in the reverse order 

of hydrated radii, i.e., the hydrated radius of Sr is larger d m  the hydrated radius of Cs. As tht 

a f f i ty  of cations for ion exchange sites is inversely proportional to the hydrated radius of the ion, 

it is not surprising that Cs tends to bind more strongly than Sr. In addition, as seen in Figure 8, 

sorption of Sr appears to be more pH -dent than Cs. This result could be explained by 

differences in the dative importance of binding at ptnnauent-charge and surface-hydroxyl sites for 

the two cations. As mentioned h v e ,  Cs is expected to bind more strongly at pennanent-charge 
sites, while Sr, an alkaline earth metal, is expected to bind more strongly on surface-hydroxyl sites 

compmd to Cs, an alkali metal. 

The comparison of cation sorption on densely welded tuff is shown in Figure 9. Both 

difkremcs and s i x h i t i e s  between the three cations are worth discussing. As in the case of 

alluvium and tuffaceous sediments, the  on^ uptake of Pb was higher than the uptake of Sr or 

Cs. Based on the pHdependent sorption behavior e v i h t  for all cations, one could speculate that 

sucface-hydroxyl sites on oxides may be responsible for the observed behavior. Indeed, the 

densely welded tuff had the highest concentration of iron oxides (Table 3). It is true that the 

densely welckd hlff probably had the highest concentration of clay minerals as well, but if these 
clay minerals were of the mica type (ifite was found in both alluvium and the tuffaceous 

sediments) the cation exchange capacity of tbe densely welded luff would be substa&ial~y reduced. 

Although, most of the data pointsobtained for Pb would tend to suggest a pH-independent 

behavior, the fractional uptake at approximately pH 5.5 we believe is not an e@rnental enor and 

simply suggests a sharp fractional uptake curve. Steep frttctional uptake curves have been 

observed frequently and may be indicating surface precipitation. Although at 106 M the solution 

would be undersaturated with respect to Pb under @brim conditions (J3aes and Mesmer, 
1986), the onset of surface precipitation cannot be predicted based on equilibrium thermodynamic 
calculations in the bulk solution (Sposito, 1986). U d i  Pb, Sr and Cs are not likely to hydrolyze 

significantly under these experimental conditions, so that the pH-i-dependent hbavior must be 

attributed to sorption on arnphoteric, surface-hydroxyl sites. 



Lastly, it should be noted thal, unlike sorption on M a c e o m  sediments, the fractional 
uptake of Sr and Cs was very similar in the case of the denseIy welded W. The most IiktIy 
explanation is that, as shown by the pH-dependent behavior, uptake was primarily by sorption on 

surface-hydroxyl sites and under these conditions Sr and Cs show similar behavior. (Compare 
with the previously discussed case of tbe tuffaceous sediments, where s@on was attributed 
d y  to permanent-charge sites and Cs uptake was substautially higher than Sr uptake). 

Esf mation of Equ%brlum Partitlonlng of Cations at CNTA MIneraCWatar Intehxs 

Most transport codes which attempt to incorporate chemical reactions to model the 

migration of contaminants in the subsurfax environment require pawnetem ckdb ing  the 

pdtioning of he contaminants ofcomrm betwcen the aqueous and mineral interf~ccs. Although 
sorption modeling based on the surfsx-mmplexati~ paradigm has been extensidy used during 
the last two dexades, because of computational nquhments, most transport codes still use 
peremeters &rived from isotherms to inoorporate surface chemical reactions into rmmrical 
models. 

Several sorption isotherms have been developad and used during the ycars. Among the 

most commonly used are the linear, hgmuir,  and Freundlicb i s a s  (Davis and Haycs. 
1986b, Weber and DiGiano, 1996). F'lotthg of sorption data as a linear isotherm results in 
estimation of a wnditional distribution codficient, K ,  a ratio of the mass of sorbate sorbed per 

~llrtss of sorbent, q, (glg), to the aqueous concentration of sorbate in equilibrium with the s h e d  

contaminant, C, (dm3), as shown in Eq. (2). 

Distribution mdfkients have been used extensively to model organic contaminant sorption 
on aquifer materials. For inorganic contaminants, however, K, is frequently a strong function of 

pH, temperature, and other geochemical conditions (e.g., speciation and redox potential) (Shunm, 
1992). 

Use of distribution coeffiients to model contamhut partitidning at the mineral-water 
interface assumes that the isotherm is linear and that sorption is controlled by equilibrium, as 
opposed to kinetics (usually referred to as the local equihbrium approach). Sorption of inorganic 

contaminants on mineral surfaces is frequently non-Iinear. In addition, dkhTIbution coefficients can 

result in severe errors when used without reference to the specific experimental conditions under 



which they were determined Unfortunately, neglecting the above @&hs is still fairly common 
in radionuclide transport models (Nakarnura et al., 1988; Ohnuki et A, 1989; Ooi et al.. 1987). 

Two additional important aspects related to the use of distrilmtion codltidents to model 
contaminant tran.qmrt should be specifidy emphasized at this point 'Ibe first wt is related to the 
use of single point K, s. It should be obvious, that such K, valuea are, strictly speaking, only 
valid for the particular conditions under which they wen cktmmhd.  Use of a singie-point K, at a 
substantially different concentration may d t  in severe errors. In a d d m  it M d  be 

rccognhi that as the fractional uptake of an ion decreases, the potential far crror In calculating the 

ntardatlon factor incream. This is because very little uptake, close to the limit of the 
analytical technique, resulting in a small distribution coefficient, can eady be tmoalptsd Into a 

modest n?h&tion on the order of 5 to 10 (&pending on the bulk density awl of the 
aquifer). If the true uptake were consided negligible, however, w retaddon would remit. 
This is particularly imptant  in pH-dependent sorption, which is always the case for anion 
sorption, where a change of the pH by a fraction of a unit may thenfore mult  in diffaaces in 
retardation by an order of magnitude. 

In this project, distribution coefficients were estimated, b a d  on ttat experimental data To 

test the linearity of these isotherms and therefort whether a K, approd would be applicable, the 
data were linearized, a p m s  which results in the estimation of paramehers for the non-Encar 

Freundlich isotherm, shown in Eq (3). 

These parameters, Kp (glg)l(ghn3)", and lln (-), represent the Equivalent of K, and the 

exponent of the equilibrium concentration, respectively ( l h  is amnmd to be 1, by definitim, for 

linear isotherms). The parameter l h  is a function of both the cumulative magnitude and diversity 
of energies associated with a particular sorption reaction (Weber and DiGiano, 1996). It can also 
be shown that l h  is related to the enthdpy of adsorption. The i s o h  is concave for l h  < 1. 
convex for i/n>l, and a straight line for l/n=l. 

The linear and Freundlich isotherm parameters for all cations and alI CNTA aquifer 

materials are shown in Table 5. The table includes the K, K, and lln values for aU isotherms at 
pH 8 for the finer particles @article size smaller than 125 pn). Parameters at other pH values were 

calculated from the sorption experimental results discussed in the previous section, but are not 
reported here. All isotherms were forced through zero. 



Several conclusions can be drawn by inspection of Table 5. Firsf the sorption parameters 

can vary by orders of magnitude as a function of both adsorbate and adsorbent. It should be 

remembered that all these valua correspond to the same pH. If pH is considered an additional 
variable, the total variation in 8, (K,) may be several orders of magnitude, resulting in retardation 
factors varying by several orders of magnitude. The distribution factors are the bighest for Pb, 
which is not surprising, given that Pb is known' to bind very strongly on permanent- and pH- 
dependent charge sites and to form surfax precipitates, as discussed above. In addition, Pb 
appears to bind almost equally on all three aquifer materials. 

The two other cations, Sr and Cs, have fairly similar affinities for the aquifer material, 
although the K, for Sr sorption on alluvium appears to be high and almost as high as the Pb 

distribution c e m e n t .  The reason for this is not clear. The fast that this vdue is based on a 
single point and the Sr dissolution problems associated with this soil may be the reason for this 

apparent anomaly. The values of the Freundlich parameter lln are also worth considering. As 
pointed out above, the value of this parameter is related to the cnthalpy of adsorption and the site 

energy distribution of the adsorbent. With the exception of Pb sorption on tuffaceous sediments, it 
appears that the lln values are Iess than one for Pb and Cs, but more than one for Sr. These 
differences may point to differences in the sorption behavior of these ions, although the number of 

data points is not large enough to support any positive conclusions. 

Strictly speakiHg, obviously, the Freudkh  isotherm would be more appropriate to 

describe cation sorption on CNTA squifer materials. Because the non-linearity of the isotherm, 

however, is not tm seyere, a linear i s o h  could be used instead, if there were a significant 

computational advantage to using the simpler isotherm. At any rate, recognition of the limits of 

applicability of this approach (concentmtion range and other geochemical condition r e p i r e ~ n t s )  

would be necessary before using the simpler linear isotherm. Any additional uncednties in other 

geochemical parameters, such as pH and ionic strength, wodd prcbably further increase the e m  

from predicting partitioning at these inkrfaces using a linear isotherm. 

The dependence of K, on specific surface area should be obvious. As K, represents the 
mass of sorbate sorbed per unit mass of the sorbent for a specific equilibrium concentration, one 

would expect that smaller particles, with relatively higher specific slirface area would have 

substantially higher sorption capacity per unit mass, compared to large partides with low specific 

surface area. The distribution coefficients obtained fmm crushed rock in the laboratory have 
therefore been crit icid for not realistically representing the hue retmdation of con taminants in the 

environment, where accessible specific surface areas might be substantially lower. One can easily 

prove that the distribution coefficient can be scaled up from the values obtained in the l a b t o r y ,  



as long as the specific surface area of the adsorbent used in the batch sorption experiments and the 
specific d a c e  area m s h  can be estimated. An estimate of the. specific surface area of tke 
a d m h n t  used in the Iaboratwy can be obtained from the Bm isotherm and nitrogen adsorption 

(Irrypton adsorption for low surface areas). The specific surface area in sihc is much more difficult 

to estimate. In addition, the ability of the BET model to represent the We. specific surface area of a 

mineral assembly depends on the mined composition, as discussed b v e .  

In an attempt to test the hypothesis of Kd &@nce on specific surface area, we 
conducted experiments with the particle size fraction from 212 to 595 pm and compared the 

obtained distribution coefficients with the distribution coeficients obtained with the smaller particle 

size fraction (particle sizes smaller than 125 p). Although the size difference is small, the 

comparison of the two data sets is important. The linear and Freundlich Isotherm parameters for 
the larger size fraction are listed in Table 6. The results of experiments with the larger size M o n  

are similar to the previousIy d i x d  rcsuIts. The affinity of Pb for all samples is higher 
compared to the affiity of the other cations. In addition, there were no dramatic differences 

W e e n  aquifer material for the same d o n .  The exponents of tbe F r e U c h  isotherm were also 
fairly consistent within each cation. Lead exponents appear to &viate the most from linearity and 
cesium the least. The f x t  that the exponents arc larger than one for Sr and less than one for F'b and 
Cs could reflect different types of sorption d o n s .  

The ratio of Kd s corresponding to the two sets of data is included in Table 6, as 

K K  Although either K, or K, could be used, tbe K., was used here because it was 
calculated for all cations and all aquifer materials. This ratio is expected to be smaller than one, 

because the f& for the fmer particles is expected to be larger. In additioo, in an ideal case where 
the Kd would be directly proportional to the specific surface area of the adsorbent, the ratio of the 

Kd s would exactly equal the ratio of spaciflc surface areas. There are several reasons why one 

would not expact to encounter such an ideal case scenario. Fmt, the relative mineral composition 
is unlikely to bc independent of particle size. To the extent that different cations have different 
aff l t ies for different minerals (because of different sorption sites present) the K, is expected to be 

a function of the sample composition and not just the specific surface area In addition, the specific 

surface area, as de-ned by the BET method is known to underestimate the specific surface area 
of expanding clays (smectites) so that the reported specific surface area may not truly represent the 

number of sites present in the system. 

Even with these limitations, consideration of the ratio of Kd s in Table 6 provides some 
useful insight. In general, the estimated Kd ratio is of the right order of magnitude and follows the 
exp- trend. With the exception of Sr sorption on alluvium, ali other ratios are considered to be 



in -1e agreement with the expected spacific surface area ratios, as obtained from Table 4. It 
can be seen from Table 4 that the BET surface area of these adsmbents was relativeIy independent 

of size, suggesting substantial intcmal surfax ana In fact, the BET surface area of alluvium was 
larger for the largest particles, possibly caused by sample hctcrogentity. Based on the Bm 
reaults, the ratio of specific surfax areas between Wt largff and smaller particIcs would be 1.15, 

0.62, and 0.84 for dluvium, tuffaceous sediments, and &nsely welded tuff, respectiveIy. 

These numbers are at least in an &-of-magnitude agrmmmt with the K, ratios reported 

in Table 6. The ratio was the lowest for Pb (average 0.28), intermdate for Sr (average 0.47, 
excluding tbe d t s  with alluvium) and highest for Cs (average 0.56). It ia interesting to note that 
the K, mtio appears to be relatively constant for tach cation, possibly a function of thc sorption 

proctss involved. These differences, however, between c d m  and between quifcr material can 
nat bs fully justified without additional research. 

Anion Sotption 

Anion sorption, including sorption of @' and Sew on CNTA aquifer materials will be 

'discwad first, followad by estimation of the both- parameters describing the partitioning of 

h s +  anions at the mined-water interface at equilrMurm 

Chromate Sorption 

S q t i o n  of 106 M Cm on the three CWTA aquifer materials is shown in Figure 10. I h e  

d t s  generally agreed well with the txpected behavior for anion sorption, increasing sorption 

with h a s i n g  pH. This behavior is expected only when anions sorb on amphoteric, slrrface- 

hy+xyl sites (e.g.. oxides, hydroxides, etc.). Clays, zeolites, and 0 t h ~  minerals with 

prmment-charge sites have very low anion exchange capacities. It has been suggested that any 
anion sorption mpacity of &t&, for example, beyond what can be accounted for by sorption 

on edge sites, must be attn'buted to impurities in the sample. 

The observed sorption on the three CNTA materials m l a t e s  well with the previody 

discussed composition of the three samples. Mashum sorption was observed for the alluvium 

and the densely welded tuff sampIes, while sorption on the ixffa~eous sediments was markedly 
reduced. Although qditatively correct, the extent of Crw sorption on these materials was 
somewhat higher than expected. Chromate has typically been thought of and has been modeled as 
forming ion-pair, outer-sphere complexes. Sorption of Crw on the CNTA materials, however, is 
considered high reaching. especially for the densely welded iuff sample, almost quantitafive 

removal from solution around pH 6. In addition, the change in the fractional uptake from zero to 



100% occurred within less than 2 pH units. Even on the tuffactous sediments. the sample which 
presumably had no iron oxides, limited sorption was present (20.5% up& at pH4). 

Despite the apparent high Crm sorption, however, the observed knd  was consistent with 

expectations, with the tuffxeous se-t sample (the sample with the lowest oxide concentration) 

showing the lowest sorption and the densely welded tuff (the sample with the highest oxide 
concentration) showing the highest sorption. It should be added, that b s e  tbmz results 

appeared somewhat unusual, several experiments were repeated d the differences in the d t g  

b e e n  Merent sets were statistically insignificant. 

Wenlte Sorption 

The results of sorption experiments with 106 M Sew on all *ts are shown in &ure 
1 I. It can be seen that the only sample with some appreciable fl s q t h  wes the alluvium. 

Again. the sorption of Sew on iron oxides present in the alluvium w n g h  was wcpectcd The 
sorption behavior shown in Figure 1 1 agrees well with numerous s t u b  of @ s e w  on 
oxides and hydroxides (Balistrieri and Chao, 1990; Hayes et al., 1988; &yea et d., 1987; Pllpelis 
et al., 1995a), Selenite is considered to form strong, inner-sphere, coordinatica complexes on 

most oxides. This hypothesis is consistent both with the observed rwpanse to ionic strength 

variations (Hayes et al., 1988; Papelis et al., 1995a) and with evidence from x-ray abwqtion 
spectroscopic experiments (Hayes et al., 1987). 

The resuits from experiments with tufiiseous sediments wae also oonsistent with m t i a l  

absence of oxide surfaces from this sample. The resolts with the denssly welded tuff, however, 
were puzzling becaw very little sorption was observed with the sample that had ttte highest 

concentration of iron oxides It will be remembered that C?' uptake by the densely welded tuff 
was the highest among all samples V~gure 10). Because these d t s  were rather puzzling the 
expwiments were repeated and the results shown represent three diffexent data sets. The results for 
the three different data sets were statistically indistinguishable. A possible expIanation couId be 

based on sample heterogeneity which could result in having performed these experbmts with the 
densely welded tuff with a subsample with considmably different composition h m  the thin 
section analyzed by electron microscopy. 

Comparison of Anion Sorption on CNTA Aquifer Materials 

A comparison of the results obtained with Crm and Sew on all three different materials 
reveals differences and similarities. For both anions, when any sorption was observed, the 

& w e d  behavior was consistent with expected anion sorption, increasing fractional uptake with 



decreasing pH. In addition, #he material sorbing anions the least was the tuffamus sediment 

sample. For all three samples, however, sorption of Crn exceeded sorption of Se": 

These results are inconsistent with past experimental work with these two anions on a 
variety of oxides. As mentioned above, previous sixdies suggest that C?' forms weak or 

intermediately strong outer-sphere complexes on oxide surfaces, whereas Sew forms strong inner- 
sphere complexes on oxides. A similar trend was recently o b m e d  in experiments conducted in 
our laborato~y using zeolitized tuffs from the Nevada Test Site (to be reported elsewhere). 

Sorption of SeN definitely exceeded sorption of Crn under the same conditions. 

One would be tempted to explain the observed behavior based on the redox chemistry of 

the two elements. It is well known that the oxidstion state of both elements has a dramatic effect 

w their sorption behavior. Selenium in the +6 oxidation state, stlenate, binds much mwc wtakIy 
than selenite and is thought to form outer-sphere complexes on iron oxides (Hayes et al., 1988; 

Hayes et al., 1987). This anion is thought to sorb no more strongly than sulfate, a major, rather 

inert, anion. Chromium, on the other hand, in tfie +3 oxidation state, is a cation (Cr), known to 
form extremely strong complexes on arnphoteric sites and to forin insoluble precipitates. The 

hypothesis of the surfacecatalyzed oxidatim of Sew to Sew can dcfmitely not be ruled out, 

although studies have shown that the oxidation rate is rather slow. It is not impossible, however, 

to assume that reduction of iron on the mineral surfaces might help oxidize Aenium, thereby 

substantially reducing selenium sorption. Redox reactions controlling the fate of Se in soil have 

been reported (Pickering et al., 1995; Tokunaga et al., 1998). 

Reduction of CrN to C P  cannot be mled out either, although the shape of the fractional 

uptake curves obtained and shown in Figure 10 are consistent with anion sorption, not cation. The 

question whether redox reactions were responsible for the observed sorption behavior of the two 

anions, however, could be answered by collecting spectrosoopic data with both in siru and ex siiu 

techniques, x-ray absorption and x-ray photoelectron spectroscopies, respectively. Such advanced 
research techniques, however, were far beyond the scope of this project. A final possible 

explanation for the observed strong sorptiw of crVl on CNTA materials m a y  be the formation of 

mixed precipitates with metal cations from the groundwater or cations in equilibrium with the 
:- 

mineral phases present 

~stimation'of Equiliblium Partitioning of Anions at CNTA Mineral-Water Interfaces 

As for the cations, parameters describing equilibrium p d o n i n g  of the anions, Crw and 
Sew, at the mineral-water interface were determined for both the linear and Freundlich isotherms 



and the results are presented in Table 7. It should be noted that the parametersrepd for both 
isotherm were calcutated in terms of the rapactive elements, not the corresponding anions (eg., 

for Se isotherm dculations, the molecular weight of selenium wap used, not the moltcular weight 

of tbe selenite anion). 

The results shown in Table 7 are consistent with expectations for the sorption of the two 

anions. The K, s are considerably lower than the estimates for the cations, as expected bec~uac 

anions can only bind at amphoteric surface sites. In fact, all K, s nportcd for Crw are single point 
K, s because concentrations higher than 106 M did not result in any appreciabIe sorption at pH 8. 

SeN is considered to bind more strongly and this is reflected in the g c m d y  higher 8, s for S# 

compared to Crn. The lowest K, for Sew was obtained with the t u f i m  sediment &, 
which is not surprising, given that there were no oxides present in the tuffaceaus sedkats. m e  

nonlinearity of the isotherms appears to be adsorbent specific and tht Freundlich lh exponmt wan 
less than one in all cases. 

As stated above, sorption of anions on the larger size W o n  was even lower compared to 

the smaller size fraction. In fact, the fractional uptake for both Crw and Sc'V was hical ly  

comparable to the experimental unaxtahty under these conditions. No sorption and no s w o n  

isotlmm parameters are therefore qorted. Given the already Iow sorption pacametas &hated 

for anions using the smaller particle sizt f d o h  it should not be suprising that even we* 
sorption would result in retardation indistinguishable from 1 aDd tbaf therefore, estimation of K, s 

and K, s would be misleading. 

RATE OF UPTAKE BATCH SORPTION EXPERIMENTS 

The kinetics of inorganic ion sorption on m i n d  surfaces has been the topic of 
considerable controversy over the last few years. This is p d y  bearuse of tibe compIex p m S  
occurring at mineral-water interfaces. These rates, however, may be crucial in determining 

whether a particular sorption process should be considered as either equilibrium or noneqdibrium 

sorption. Fast p c e s s e s  relative to groundwater flow are expected to be at least in p s e u b  
eqdibrium with respect to the composition of the surrounding groundwater and could, therefore, 

be  modeled with an equilibrium partition coefficient, such as those presented h v e .  On tbe other 

hand, p m s s e s  slow compared to groundwater flow may be substantially far from equilibrium 

and modeling of the process by a rate constant rather than an equilibrium constant wodd be more 

appropriate. 



A nnmber of different processes have bcen invoked to explain the kinetics of ion sorption at 

mineral-water interfaces. In many studies a twwstep process was observed, including a fast initial 

uptake foIlowed by much slower gradual uptake that may continue for a period of days to months 

(Anderson and Rubin, 1981; Davis and Hayes, 1986a). The slow uptake process was explained 

based on formation of binuclear complexes, pticbparticle interactions. diffusion into adsorben$, 
surface precipitation, or slow intrinsic ckmical d m  ratw (Anderson and Rubin, 1981; Davis 

and Hayes, 1986a; NyffeIer et al., 1984; Papelis et al., 1W5b; Stumm, 1992; Theis et al., 1988). 

Pressure jump khniques, however, have shown tfiat ion amhment on mineral surfaces is a very 

fast process for a variety of anions and catjons on several mineral surfaces (Hachiya et al., t984a; 
W y a  et al., 19845; Hayes and Leckie, 1986; Zhang and Sparks, 19% Z%ang and Sparks, 

1990b). 

In this study we p d o m e d  a limited number of rate of uptake experiments with two 

cations, Pb and Sr, to estimate the potential of equilibrium vs. nonequilibrium sorption on CNTA 

aquifer materials. Because of time and resource limitations, these stdies were necessarily Iimited 
in scope and were therefore not always conclusive. They provide, however, support for choosing 

an equilibrium approach to model the sorption of anions and cations on aquifer materials from 
CNTA. Because anions tend to sorb more weakly on most aquifer materials compared to cations, 
the study was limited to the rates of cation sorption. The sorption Wavior of two cations, Pb and 

Sr, is different enough to aHow assessment of the rate of different sorptiw processes, so the rate 
experiments presented here are limited to these two cations. Lead sorption will be discussed first, 
followed by strontium sorption. 

Lend sorption 

The rate of ~b uptake by al l  three CNTA aquifer materials is shown in Figure 12. The 
solid concentmiion was 1.0 g/L for d three sarnpIes. All experiments were conducted with the 

largest size fraction, 212-595 pn. The Pb concentration was kept constant at 106 M. By keeping 

the concentration as low as possible the potentiat for surface pmipitation would also be kept as 
low as possible. On the other hand, concentrations much lower than 106 M would result in 100% 
removal from solution, so that it would be impossible to study the kinetics of the reactiorI. The pH 
of the synthetic groundwater was kept constant at approximately 8 to simulate the geochemical 
environment at CNTA. 

Inspection of Figure 12 shows that the sorption of Pb was fast on all three CNTA 

materials, but especially fast on the densely welded tuff and tuffaceom sediment samples. While 

on the alluvium sample approximately 60% uptake was achieved within the first minute, the 



reaction did not reach pseudoequilibrium until approxhnably three hours. On the other two 

samples, however, the reastion was almost instantamous resulting in f d  uptakes ~ ~ 1 y  

60 and 80% for the tuffaceow d i a m t s  and densely weldEd tuff, respectively. Althwgh there is 
scatter in the data, the average final uptake in the tufF- d b m t  sample appears to be 

&ximately 6046 and slightly higher than the initial point (approximately 50%). Even if there is 
a slight time-dependent increase in sorptioo, however, the reaction appears to be complete within 

thc first 10 minutes. 

These m l t s  are somewhat puzzling, considwing the nature of these samples. Although 

the rate dataon the alluvium could be defertded, the very fast of Pb by luffaceuus sediments 
and densely welded tuff could be expected only if theat materials were nonporous, with aH surface 

sites d l y  accessible by dissolved ions. The ~ ~ o o  of these two samples, however, 

both in t e rn  of specific surfax area and mimraiogy is consistent with substantial porosity and 

therefore potentia! for diffusion-limited sorption. Oae poaible explanatim for such behavior is the 

formation of surface precipitates on the exttrnal surf= areas of the particles. This hypothesis, 

however, cannot be tested without additional, eIahatc spectroscopic e x p h c n t s  to verify the 

molecular structure of the sorbed complexes. Such experiments, obviously, were beyond the 
scope of this work. 

The rate of Sr uptake by all t h m  aquifer materials is shown in Figure 13. The larger 
particle size fraction was w d  for these e x p h e n t s  as well. The concentration of Sr was 106 M 
and the solid concentration was 1.0 glL for all solids. As can be scen, the uptake of Sr was also 
very fast, essentially instantaneous. One can also ohserve that the uptake reported for the alluvium 

sample is negative. This is because of the h I u t i o n  of Sr from the alluvium aquifer material and 

was mentioned earlier. The resuhs for the alluvium sample and the low Sr co~lcenkation are 
therefore not useful. 

As in the case of Pb rate of uptake, the sorption of Sr on tuffaceous sediments and densely 

welded tuff was almost instantaneous, although a very slight and gradual increase in Sr uptake can 

be noticed during the fmt few hours of the experiment. Obvidy,'the argument used in the case 

of Pb that a rapid surface precipitation process may be responsible for the instantaneous uptake of 

the ion cannot be used in the case of Sr, given the very high solubility of Sr and its negligible 

tendency to hydrolyze. The results reported here could only be explained based on the low 
concentration of Sr used in these experiments. The lower the concentration of the ion, the more 

accessible the sorption surface sites of the mineral and the more rapid the uptake. 



Estimniion of& Comtrmtsfmm Batch Rate of Uptake m e h e n i s  

As mentiooed above, the sorption of inorganic ions on mineral mfhms has been 
intqmkd by a number of sorption pmesses. Depending w the assumed process, a different 
model would be appropriate. It is, therefore, not surprising that a plethora of models bave been 
proposed to model reaction rates (Connors, 1990; Sparks, 1989; Sposito, 1994; Stumm and 

Morgan, 1996). Given the mcdahty of the data and considering the complexity of each d l ,  it 
was decided to use a first Mder model to obtain reaction rate constants for the two cations. It 

should be rememberad, however, thst lgrtanent of hetic data with my pa&xhr model does not 

nscessarily reveal anything about the mdmkrn of the d o n .  These rate cwatanta, therefore, 

shouId only be viewed as a macrascopic dmxiption of the rate of uptake of these ions from 
solution and nd p u f  for any psrticular saption mechanism. 

A first order rate process is represented by the following equation: 

where C is the c~loentration at tint t and k is the k t  order rate constant It is obvious from the 

above equation that k must have units of invase t he .  By rearranging this equation one obtains: 

which can be easily inbegrated to give: 

-so that when the logarithm of the concentmion is pIoned vs. the the sl'bpe of lh straight line 
should be the fust order I& constaut. 

The rate of Pb uptake by all three CPlTA aquifer materials, modeled as a first order pmxss 
is shown in Figure 14. The logarithm of the concentration of Pb is plotted as a function of time, 
yielding a stmight l i e  with slope equal to tbe k t  order rate constant The numbers calculated for 
the tuffaceous sediments and densely welded tuff were 3.58~10' &d 9.1 1x10~ h-', respectively. 

Based on Figure 14, a single rate appears to be appropriate for modeling these data The data on 
alluvium, however, suggest a distinct two step process with a initial fast upbake, up to 

approximatdy 3 hours, followed by a very slow desorption pnxess. These data are just a different 
presentation of the rate data shown in Figure 12. Tk rate constants for all samples are 
summarized in Table 8. 



The rate of Sr uptake by the W A  adsorbents, modeled as a first order rate process is 
1 

shown in Figure 15. Similar to the discussion of the results for Pb, one can see that, based on 
t-, 

Figure 15, sorption was essentially h t a m o u s .  Under these conditions, a single low first order "i 
rate was used to model the sorption of Sr on all h aquifer materials. The rate constants for each 

adsorbeat are listed in Table 8: 1 

COLUMN EI(PFjRIMENTS 

Column experiments with CNTA aquifer materials were also conducted to obtain an 
independent an4 prrsumably, more realistic estimates of retardation fectws for the different 

cations and anions in alldiffcctnt aquifer materials. AU column expuimmts were conducted with 

the larger size fraction, between 212 and 595 pm. Because of the fine grain size of the alluvium, 

experiments with this type of material could not be p e d d ,  bemuse tht water velocity in tbt 
column would be prohibitively small. Experimeots were p e r f o d  with the tuffaceous sedhcnts 

and densely welded tuff samples. Because of the different mineralogical composition of the two 

materials, the resulting flowrates were d i f f e ~ n t ,  even though the particle size distributions wtre 

similar. Under these conditions, the linear velocity in the columns was approxhakly 8.6 mld in 
the densely welded tuff column and 8.6~10' m/d in the tuffaoems stdiment column. n e s e  

velocities were generally higher than the groundwater veldties used in the transport model. 

Because of time and work scope limitations, column studies could not be performed with 
all elements. Given the more critical nature of cation studies, we decided to perform experiments 

with one cation only. Based on the equilibrium studies and thc retardafion factors estimated from 

the distribution coefficients, it was expected that Pb would require very long times for 

brealdhrough. We, therefore, conducted the column studies with Sr only. A continuous supply of 
Sr in synthetic groundwater was provided for tfae experiments. 

A number of transport parameters can be ebtained by analyzing the results from column 

experiments. Assuming, as a hypothetical case, that the solute of interest is not retarded at all and 

that hydrodynamic dispersion in the column is negligible, bnakhmgh of the solute should be 
observed as exactly one pore volume passes through the column. In a real case, however, because 

of hydrodynamic dispersion, some solute will arrive before water tr&eliing with the average linear 
velocity, whiie a complete breakthmugh will only be observed at times larger than corresponding 

to one pore volume. At exactly one pore volume, however, the relative concentration at the 
outnow, CEC,, where C is the outflow concentration and C, the intlow concentration, is expected 

to be 0.5, assuming a symmetrical retardation curve. A retardation factor under the specific 



experimatal conditions can be derived by diracfly considering the numbg of pore volunaes 
required to obsgve a relative ~~n of 0.5. 

The abort anelysis awma 1 0 4  eqdibriurn sorption. If the linear velocity is too high 
comparadto thc thmrrquircdforcqa i l ibrmm,~ i~oawouldbeoccurr ing .  
Transpmtmodelscmnwdel~uilibriumrarptioabydi~thetotrlmnnberuf~w 
5 0 r p t i o n s i t e s i n t o t w o ~ ~ y ~ ~ ~ h t h s m o b i l t ~ o f p o r c  
votumt, and slowly aitw in the immDbilc ume. T- wbetbu nompilibrium amption 

i soccurrinpcrrnbeprrformsdby~~cplhdflowinbarPpttoa~,wbrat ,*  
~ & h u o c c m r s d , t h c & o w i d ~ d t h e * i s j l o w a d t o e q u i l i k . t e w i t b  
thesolidphlld M a d g t h e & d y i l o w , l f t h e m I . t i e  ' " bbsiowl, 
nonequilMumsc@w murtberemrmsd ~ ~ ~ ~ o f d f m l s l ~ m s s s  
W e r  effects hrs b#a qmted @ah, 198% Bnu~uu  et d., 1990; B n u r u ~  et al., 1991; 
Brusseau et d., 1989; aoltz rod RobaU, 1988; Selidn ~ K I  Ma, 1995). h u m l a g  physical 
w n e ~ ~ i a ~ ~ t b e f l o w ~ ~ d u t s ~ ~ c m b e  
obtainedfmmtbeapkmtddate. 

Iathepresmtshtdybothoohurmrwatoptratsdlmgsnoughtoehltemarethaa lOOpo~e 
volumcs. No Srbmakhwgb, however, was o b m d  in any of tht cohmus. These d t s ,  

a l t h ~ g h t h e y c a o r w t b e u s e d t o e s t i m r t t ~ m ~ t s . a r e i m p o r t m t ~ ~ a n  
consistent with the I q c  madation fadws o h b d  fmm hatch Sorption qerhmts. Bvm if 
nonequilibrium sorption w m  the case, alxtmx of any Sr brdtbugh eftg 100 pore volums 
would indicate nry strong recardatiw. It shwld be remembed that retardation factors oMahd 
firom cohunn expeahents ate amaated with t6e numbs of porc volumul required to observe a 
relative outnow am#nk&cm of 0.5. Since the rehtive outflow coocentrrttion even after la) pore 
volumes was essentially zero, one must assume that the retardation f~ctor under these conditions is 
substantially higher thao 100. 



SUMMARY AND CONCLUSIONS 

The scope of this project component was to estimate the affinity of thne cations (lead, 
cesium, and strontium) and two anions (chromate and selenite) for aquifer materXs from the 

Central Nevada Test Area, Hot Creek Valley. Nevada. The Central Nevada Test Area is the site of 

the Faultless underground nuclear test conductad on January 19,1%8 at a depth of 975 m below 

p u n d  surface. 

In an attempt to obtain as much infomation as possible with resptct to cation and anion 

parIitioning at these mineral-water interfaces and to assess whether the sorption processes would 

bt best modeled as equilibrium or nonequilibrium processes, batch equilibrium, batch rate of 
uptake (kinetic), and experiments in soil columns were conducted. Pammters to be used in 

transport codes can be okihed independently from these experiments. 

To obtain d u e s  with aquifer materials as diverse as possible and likely to be encountered 

in the flowpath of the contaminants of concern, experiments were conducted with alluvium, 

tuffaceous sediments, and densely welded tuff samples obtained from the U.S. Geological Survey 

Core Library in Mercur)r. Nevada The aquifer materials were reduced in size and three different 

particle size fractions were obtained. The sorbents were characterized by x-ray d i w t i o n  (XRD), 

particle size distribution, surface area determination, and density detemination. In addition, the 

morph01ogy and composition of the sorbents were examined by scanning electrun microscopy 

(SEMJ combined with energy dispersive x-ray spectroscopy (EDX). Examination of thin Sections 
using S-X in conjunction with image analysis was used to obtain a semiquantitative 

mineralogical composition of the adsorbents. Based on a combination of tha~e techniques, it was 

debmined that the major components of al l  samples were quartz md feldspars. In addition, minor 

components were s d t e  and mica type clay minerals. h n  oxides were present in the alluvium 
and densely welded tuff, but not in the tuffaceous sediments. 

All experiments were conducted with synthetic groundwater simulating groundwater 

composition from well HTH-1 at 741 m depth. Anion and cation concentrations ranged from 1@ 

to 1& M. For most expriments the solid concentration was 1.0 g/L. Reagent grade chemicals 

and high purity water wen: used for aU experiments. 

Sorption of cations was consistent with sorption on two diierent types of sites, permanent- 

charge sites of smectite clays and mlites and amphoteric, pH-dependent sites of oxide minerals. 

The relative importance of these two types of sites was a function of the cation and the adsorbent. 



Sorption on alluvium and densely welded luff sorbents was more pH dependent compared to 

sorption on tuffaceous sediments. These differences could be explained by the presence of iron , 

oxides in the atluvium and densely welded tuff samples. In al l  cases, F'b was the most strongly 

sorbing cation, followed by Sr and Cs. The a f f i t y  of these two cations for mineral surfaces was 
also a function of the mineralogical composition of the s q l e .  The sorptioo of Pb was most likely 

a combination of sorption at pmanent-charge and surface-hydroxyl sites, as weil as surface 
pmipitation. 

Both chromate and selenite displayed a typical Wavier for anions sorbed on amphoteric 
oxide surfaces. The sorption of both anions was higher in the alluvium and densely welded tuff 

samples and substantidly lower in the t u f f a m  sediment sample, as expected based on the 

miDeralogica1 cornposition of the admknts.  Chromate appeared to bind more strongly than 
selenite in the small size fraction particles, contrary to e x p d o n s .  h s i b l e  explanations for this 

bthavior hinge on redox reactions involving these elements and possible formation of mix& 
chromium phases and precipitates. The behavior of both elements with the larger particle size 

fraction, however, was very similar. These results demonstrate the importance of combing 

macroscopic ex-nts with a detailed characterization of the adsorbmts to help explain the 

observed behavior. Such detailed information can only be obtained by it combination of bulk, 

macmcopic investigations and microscopic investigation of the sorbing mineral surfaces. 

D i b u t i o n  weficients were obtained from the sorption eqminmts for both cations and 

anions. These ranged from 1.86x10-* m3/g for Pb in the alluvium to 5 . 1 8 ~  to4 m3/g for Cs in the 

alluvium. The distribution coefficients were repoIted for pH 8 only, the approximate pH of the 

groundwater at CTJTA. Distribution coefficients for the anions were lower than for cations and 

ranged from 1.02xlP m3/g for SeN in the alluvium to essentially no sorption for @ in the 
densely welded tuff (at pH 8). In order to assess the linearity of the isotherms, Freundlich 

parameten were also estimated. In most cases the Freundlich exponent was less than one, with Pb 
showing the most nonlinear behavior. Strontium exponents, however, were Larger than one. 
Selenite expanents were dso less than one. 

In order to evaluate the dependence of the distribution coefficients on spacific surface area, 

experiments were also conducted with a larger size fraction and t h e - d o  of distribution coefficients 

was correlated with the ratio of specific surface areas. The three different size fractions had similar 
specific surface areas, indicating that most of the surface area was internal. The distribution 

coefficients were lower for the larger particles, but the ratio of distribution cmfficients correlated 
fairly well with the ratio of specific surface areas. 



Batch rate of uptake expdments were c o n d u d  with the 18rger particle size M o n  and 
the do119 Pb and Sr. Tbe reactioos were trpically very fast, wentialIy instantaneous, except for 

Pb &OII 00 alluvium, where equiIib~~&w requiral about 3 hours. T k  rates ofuptake were 
d a d  as h t  order rate pro-. Except for Pb @on aa alluvium, where a two step 

process was meamy, all 0th d o n s  were d e d  by a single ikt order rate. Tht slow 
r a t e s w i t h b o t h e l m m t r d d l r q u i f g ~ ~ m ~ o r d e r o f l ~ h " , w b u e ~ s t h e r a t e f o r  
~initidfastllptalreofPbbyduViumwas0.313b". Thwtfrstntwcandybcjustifiedby 
i ~ ~ m o n ~ s o c a u ' b l e h o r ~ p l c c ~ ~ a n p r o c u a c r , i n t b e c a s e o f  
Pb. 

~ e ~ w a c c o l l d u c t s d w i t h t o n r # r u n ~ d d C l l l C l y W o l d s d t u f f  
a n d w f m t h e ~ ~ k s i r c f n c d o 1 1 .  E ' b w r a e c m d u d d w i t h S r ~ ,  Inboth 
c o l ~ . t l u r t 1 0 0 ~ v o l u m g w e r e e l u t s d w i ~ m y l i ~ S r ~ .  These 

~ ~ v a y h i g h r e b P d r t i o o h c b o n , ~ w i t b ~ r e E l l r d a t i o a ~ f r o m h t c h  
equilibriumex-&. O v e r r l l , t h t n f s o f P p C r l r s d c o l u m n ~ w e r e ~ t w l t h  
thebnt&kqUimh ,. . t 6 a d ~ ~ 1 b e a d t o j ~ ~ ~ ~ m w r p a i m o b t o  

es t imrae~onfr tontobeured in tmmpatmode l .  'IbtIimitstioasoftbuoeof 
di&iMioo c d l i k n t a ,  however, shcmld aot be I& Specid Pttention h aesdsd wben 
~ ~ c o e f f i c i e n t s e r e ~ t o ~ ~ ~ ~ o f f o n ~ t s d a w c m t r a t i o n s  
outside the concmtretioa mge ussd to obtain t b c  Wtdm mdtkhts, when amditions at 

difkent pH values are bcing modckd and sorption d o n s  are pH dqmdcnf or when isotherms 
rm strongly nonlinear. 
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Table 1. Summary of the heysiwchemical Characterization of the AquikrMaterials 

I- mvium - Tuffaceous Densely welded 

Bulk Density 1 1.12 1.12 1.29 

Wml) 

Porosity (-) I 0.15 0.13 0.11 

BEl' Surfaoe Area I 

'Mhceau Densely Welded 

M i v V a l u m  

(='I@ 

1.5 1.8 0.25 

TabIe 2. Miacralogicd Composition of the Adsorbents Based on X-Ray IMfmIion .. 

Bulk XRD Analysis 

XRD Analysis of 
Clay Partick Size 

Fraction 

quacd, dbite, quartz, anorthite, quartz albite, 
calcite, o&oclase orthoclase orthoclase, a n d t e  

' BeideIlite (ma&) BcideIlite (-.or) Could Not Be 

Illite, K-feldspar Illite (minor) 
(&or) K-feldspar (trace) 



Table 3. Adsorbent Compiiion Based on Electron Backscatta Image Analysis 

I 
-1 

s m *  

Mica G r q  Qays 

AIbitdM- 

Mineral Phase AUuvium Tuffacaous Dwstly Wdded :, 1 
Tuff <I 



Table 4. BFT Specific Surface Area of the A d w h B  (All Size Fractions) 

(m2Jg) 

Pdck Size 

M m  (pm) 

< 125 

125 -212 

A h h  T'uEkum DeaPely Weldsd 
'ruff 

13.8 16.7 6.2 

11.9 10.6 5,O 



SaeriIrrn I 

* Single point 4, no K, can be CalcuIated 

Alluvium 

Tuffaccous-b 

DenselyWeldedTnff 

CceIrrnr 

Alhrviom 

n~au=mmS*ts 

h m l y  Welded Tuff 

1.33x10-~ * 

1 . 1 6 ~ 1 0 ~  1 .54~ l o 3  1.30 

6.1 1x10' 6.55x104 1 . 1 1  

5.18xlfr' 4.94xle 0.68 

1.51x103 1.29x1U3 0.77 

5.40xle 5.25xlV 0.83 



Table 6. Linear and Reurrdlich Isotham Pammkn for Catioli sorption -pH 8; Particle Size 
ktwcm212and595 micrometers 

I 

Densely Welded Tuff 

Alluvium 

* SingIe point Kd, no can be calcuIatcd. 

3.5Oxle 6 . 6 9 x l e  1.55 0.57 

3.27xlP 2.40x10-' 0.55 0.63 

TuffaEews~e&ents 

DeDsely Welded Tuff 

7. IOx104 6.67xlw 0.95 0.47 

3.13xlU' 2.Wx1Cr4 0.93 0.58 



Table 7. Linear and Freudkh Isotham Pararrteters for Anion Sorption -pH 8; Particle Size 
Smal lah125 ' %a 

chu28Mk 

Alluvium 

T u f k t 0 ~ 5 ~ t r  

Densely Welded Tuff 

&kid& 

Ahvim 

~ ~ t s  

Densely WeMtdTuff 

1 . 0 2 x  10' 9.18~10' 0.7 1 

* Single point K, no 8, can bt caldabi  

Table 8. First Order Rete Constants of Pb and Sr Sorption on CNTA Aquifer Materials @-I) 

I 

Alluvium 

I Tuffxmbs Sediments 3.58xlm3 -1.74xle 

Densely Welded T u f f  1 9.1 lx104 1.22~10~ 
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MASS FLUX AND CONCENTRATION DATA 

Tabulation of peak mass flux (ad, standard deviation in mass flux (ad, peak mean 
concentration (L), and standard deviation in peak mean mnctntration (ad witb time of 
occunence in years. 

The numeral portion ofthe Cue ID denotes the solute number (I& t o m  6). Tic letters 
in the case ID refer to the sensitivity clrses: i for prompt injactIoa; k for haeased mun K m the 
d w i u m ;  1 for increased vtrticPl mht ions  scale of K; p for reduced porosity and retardation in 
the welded tuffs; a1 for i n m u d  dispmivity values. 

Solute # Rrdioiluclide Name R t l w  and Retardation Ccec 

I 3H 1 
2 14C 1 
7 8% 1 
8 M:'Rb 1 
16 "Q 2 
17 lz9I 2 
18 %r 3 
19 %Y 3 
20 Wzr  3 
27 99Kr.c 4 
31 5 
32 134Ba 5 
14 1 3 7 ~  5 
15 5 
37 "1Sm 6 
38 U1Eu 6 
41 152Eu 6 
42 15%d 6 
43 1SEu 6 
44 lS4Gd 6 
52 234U 6 
55 z8U 6 
56 u 7 N ~  6 
59 "% 6 
60 240kJu 6 
61 P6U 6 
63 241Am 6 
64 237*2N~ 6 



Case Q m u  T Time d m =  Tune nmc G~T lime 

Ipm 0.00MktOOO NA O.MMOc*MIO NA O.OoMk*MIO NA O.M)Oe+oOO NA 

lmd 4.7423~-015 1.1221e+002 4.9467~-014 l.lWc+ODZ 52760~-OX0 15331e*OM 5.3801~-009 1.5331e+M)2 

Iff 8.4037e-012 8.4815eMOl 8.6294c-011 7.1116sd401 8.8M)9c-006 8.48lk+M31 9.1884~-005 8.4815ed401 

11 O.OOOOe+OM) NA O.OMXk+oOO NA O.M)(Xk+MY) NA O.MXlOc+WO NA 

l i  0.00MktlMO NA 0.0000s+MK) NA 0 . ~ + 0 0 0  NA O.WOOc+OM) NA 

Ilk 9.3128e-009 5.7418ct4301 1.9111e-008 5.741&*001 93797e-011 5.741&+01 1.2900~-010 5.741Ee+001 

la11 O.OMX)e+OM, NA 0.MXX)swXlO NA O.OOMk+MX) NA 0.00Mlc+000 NA 

la12 O.OMX)e+OOO NA O.OMl(k+oOO NA O.oOMb4OJ NA O.M)(Xk+oOO NA 

2pm 4.1772-009 1.0441et004 15539e-008 3.4273etW3 13577~-002 1.0331e*004 6.8308~-Mn 8.3588e+000 

2md 7.5930e-011 1.8245c+W3 35933~-010 6.0536~+002 1358%-M)4 2.0163etW3 5.5877~-M)4 1.9615e*003 

2ff 1.6598~-008 3.7249e*M)2 8377%-008 3.7249etW2 5.435%-002 3.0985~+003 2.5478c-001 9.6153ct002 

m 21 3.8104~-009 5.6191aMD3 2.0328s-008 5.2903~Ml3 7.054%-003 5.1BWc+MI3 5.099%-002 5.1807etMl3 
I 
N 2i 1.1153~-009 4.1396e*M13 4.4591~-MI9 2.8245ctMt3 3.356%- 83WOa+M33 9.42%-MI9 62766~- 

2ik 3.9537~-007 1.1221etGU2 53827e-W7 1.122le+M)2 3.W42c-0aB 2.4684c+M)3 8.1254~-008 3.7560e.too3 

2a11 4.2721e-009 1.0331c+M)4 1.4633e-008 33177ctW3 1.0593~-002 95643e+003 5.0471~-002 3.2081e*003 

2a12 4.4056~-009 1.06M)c+M)4 13022~-008 3.0985c+003 8.244%-003 95643ct003 3 . n - W 2  3.2081eM03 

7pm O.MXXk+MXI NA O.M)(lOt+OM) NA 0.MXlOcm NA O.OOOac+MK) NA 

7md 1.8564e-015 1.IZZletWZ 1.9363~-014 1.1221ct002 1355584c-010 13%1c+002 1.619&-MI9 1.3961c+002 

7ff 4.5616e-012 7.1116c*M)l 4.7624~-011 7.1116e+W1 43316~-M)6 8.4815ctWl 4.5223~-Ml5 8.481SetM)l 

71 O.OWOe+MKI NA O.MXWk+MIO NA O.MXYlc+MW) NA O.MIMk+a)O NA 

7i 0.00M)etOOo NA O.WOOe+W NA O.WOac+oOo NA 0.0000c+WO NA 

7ik 5.7630e-009 5.7418etOOl 1.1826~-MUI 5.741&+001 5.804%-011 5.741&+001 7.98Uk-011 5.741&+001 

?all O.W00c+000 NA O.WM)c+MX) NA O.OOMc+MY) NA O.MXWk+OM) NA 

7a12 0.CQOOetMX) NA O.W*MM NA O.MK)Oe+oOO NA O.WOOc+OM) NA 
8pm 2.5795e-008 2.8633~404 3.0394~-008 1.34We4Xl4 1.1121~-001 4.8U9a*M)4 2.9721~-001 4.90160*004 

8md 1.0438e-010 4.4273e+003 4.217&-010 4.495&+MJ3 X.8Jne-004 3.7150etMt3 7.475%-004 3.167On-033 -- - 



-- 
~ a s e  0,- C Time d m u  ~ i m c  l ~ m ~  ~ ~ m u  ~i me 

8ff 3.3455e-M)8 1.9263ct004 8.7643~-008 3 . 7 2 4 A U  1536%-MI 28359c+004 28922-001 1.5044ctMI.i 



Case Qmu  at^.^ Time !%x Time ern 'ITmc 

31ff 0.0000etOW NA O.MW)(k+OMI NA O.MXXk*000 NA O.OMMe+oOO NA 

32pm 4.4129~-011 1.7622eMXV 4.9866s-011 8.2850stWS 1.0927~-001 Z8274u+Mn 2.937%-001 3.1101~*007 

32md 1.1731e-014 2.7398~- 4.4141e-014 2.739&+M)6 42443.2-MB 2739&tW6 22640e-007 2.7398em 

32ff 7.6989e-M)9 6.87SSc+CU2 2.3303~-008 4.683&*002 29935c-W2 Z7376c+M16 12759~-001 9.0673c+M)2 

14pm 0.00MktOW NA O.MWW)e+OOO NA o.OMXk+MX) NA O.OOOOc*MX) NA 

14md O.Mxxk+OMI NA O.OMXk+MIO NA O.aUKb+oOO NA O.WM)e*oOo NA 

14ff 5.3421~-013 2.49208- 55nk-012 2.49Xk+002 3.39m-006 2.49ZktW2 35448s-005 2.4920~- 

15pm 4.4129~-011 1.7622e+Mn 4.9866~-011 8.-+006 1.W27c-M)l 24274s*OW 2.9379c-M)l 3.1101ea7 

1Smd 1.17314-014 2.7398cm 4.4141~-014 2.739&+M16 4.2443c-008 2.139&+006 2AWk-Mn 2.739&+006 

15ff 7.69890-009 6.8755ctWZ 2.3303t-008 4.6838ttW2 2W35c-M2 2.737&+006 1275%-001 9.0673ct002 

37pm 0 . 0 0 0 0 ~ ~  NA O.MW)(k+OMI NA O.M)(1Dc+000 NA ONHXkttW NA 

m 37md O.OOMk+MM NA O.M100c+M)O NA 0 . ~ ~  NA 
I O.M)M)c*WO NA 
e 37ff 1.3389e-017 2.2218et003 7.9945s-017 2221&+M13 4.7985~-010 2221&+W3 1993Ot-009 2221&+Mn 

38pm 3.21870-012 2.4110c*008 3.8493e-012 1.060BotalB 1.0929~41 3 . m -  2.9954e-M)l 4.03298+008 

38md O.MXX)e+MX) NA O.MXXk+WO NA 0.W00ct000 NA 0.0000o4W NA 

38ff 8.0227t-010 4.4136c+003 28125~-009 4.4136e+003 3.5491~-002 7.657&+CU5 1.4452~-001 8.7971e+OW 

41pm 0.0000ct000 NA O.MXMc+000 NA O.alOk+aoo N,4 O.MKKk+oOo NA 

41md O.MNW)c+OOO NA 0.WCQctOW NA O.MWXk+OM) NA O.MKl[lo*oOo NA 

41ff 0.0000etOW NA 0.MWMetOW NA 0.0000e*000 NA O.WOOc*WO NA 

42pm 32187e-012 2.4110c*008 3A49k-012 1-+008 2 . 0 9 2 k 4 l l  3-+MB 29954c-M)l 4.03%+008 

42md O.MKX)e+oOO NA O.Mxxk+MXI NA 0.- Nh 0.0000ettXKl NA 

42ff 8.0227~-010 4.4136c+003 2.81ZSs-M)9 4.4136s+Mn 35491a-ORZ 7.M7ktWS 1.4452s-Mll 8.7971~+003 

43pm 0.00Wc+OM1 NA O.MXXk+OMI NA 0.- NA 0.0000c+000 NA 

43md O.MXW)e+000 NA O.WOOc+OM) NA 0- NA O.oMKk+OM) NA 

43ff O.OWOG*MIO NA 0.OMXkKXW) NA 0- NA 0 . M W s ~  NA 

44pm 3.21874-012 2.4110s+M)8 3.8493~-012 1.06I&+W 1 .m-Ml  3- 2.9954-001 4.0329cW 
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